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Table 1 Functional Encoding Dictionary for data in Figure 5



Table 2 Functional Encoding Dictionary for data in Figure 6



Table 3 Functional Encoding Dictionary for data in Figure 7





Supplemental Figure 1
FEU pipeline, on average clusters simulated data more accurately than other methods
We apply the 5 techniques to cluster 5 simulated datasets into ensembles. Across the 5
experiments (experiment 1 is shown in Figure 3), the FEU pipeline obtains the best average
performance. This is evident in the visualizations of these clusters.
A. We applied K-Means to cluster simulated neuron spike data. Data points correspond to
individual neurons; the y-axis ‘Clusters’ denotes each neuron’s cluster assignments determined
by K-Means, with colors indicating the neurons’ true clusters. Perfect clustering is achieved
when neurons within the same predicted cluster share identical colors, reflecting accurate
alignment with their true cluster.
B. We performed dimensionality reduction on the simulated neuron spike data with PCA and
clustered the resulting principal components with K-Means. Data points correspond to individual
neurons; data point shape denotes the ground truth cluster assignment, while colors denote the
predicted clusters. Perfect clustering is achieved when data points in clusters have the same
color and shape.
C. We conducted dimensionality reduction on the simulated neuronal spike data using T-SNE,
followed by clustering the derived principal components with K-Means. Each data point
represents an individual neuron, with the shape of the data point indicating the neuron's actual
cluster assignment and colors representing the predicted clusters. Perfect clustering is achieved
when data points in clusters have the same color and shape.
D.We performed dimensionality reduction on the simulated neuronal spike data utilizing CEBRA
and subsequently clustered the resultant components with K-Means. Each data point signifies
an individual neuron; data point shape denotes the ground truth cluster assignment, while colors
denote the predicted clusters. Perfect clustering is achieved when data points in clusters have
the same color and shape.
E. FED representation of the simulated neuron spike data. We use FEU analysis to cluster the
simulated neuron spike data. Perfect clustering is achieved when data points in each cluster
have the same color and shape. Callout to show overlapping data points in a cluster.



Supplemental Figure 2
Alternative methods do not efficiently capture ensembles in real trial data
A. We use CEBRA to perform dimensionality reduction and K-Means to cluster the neural spike
data from the rodent social learning tasks.
B.We use K-Means to cluster neural spike data from the rodent social learning experiment.





Supplemental Figure 3
Alternative methods do not efficiently capture ensembles in real trial data
A. Ensembles found by the FEU pipeline.
B. Ensembles predicted by the CEBRA + K-Means approach of clustering demonstrated limited
interpretability.
C. Ensemble predicted by the K-Means clustering technique shows a significant lack of
substantive coherence.


