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For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors and
reviewers. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Portfolio guidelines for submitting code & software for further information.
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All manuscripts must include a data availability statement. This statement should provide the following information, where applicable:
- Accession codes, unique identifiers, or web links for publicly available datasets
- A description of any restrictions on data availability

- For clinical datasets or third party data, please ensure that the statement adheres to our policy

Research involving human participants, their data, or biological material
Policy information about studies with human participants or human data. See also policy information about sex, gender (identity/presentation),
and sexual orientation and race, ethnicity and racism.

Reporting on sex and gender

Reporting on race, ethnicity, or
other socially relevant groupings

Population characteristics

Recruitment

Ethics oversight

Note that full information on the approval of the study protocol must also be provided in the manuscript.
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Life sciences study design
All studies must disclose on these points even when the disclosure is negative.

Sample size

Data exclusions

Replication

'weblogo==3.7.12',

'datasets==2.7.1',

'Pillow==8.2.0',

'umap-learn==0.5.3'

Collected repertoire level TCR data from the iReceptor Gateway (https://gateway.ireceptor.org/login) and VDJServer (https://www.vdjserver.org) and is publicly
available. A list of the repertoire id‘s of the repertoires used in this study are included in our github (https://github.com/peterghawkins-regn/tcrvalid). Collected
paired-chain TCRs with known cognate antigens from two sources; those associated with (https://doi.org/10.1126/sciadv.abf5835, https://github.com/regeneron-
mpds/TCRAI/tree/main/data) and VDJdb (all human paired-chain TCRs with a quality ‘score’ of at least 1 (accessed October 2021) https://vdjdb.cdr3.net) are also
publicly available, the dataset has been deposited in our Github repository. We additionally collected TCR-antigen reference data, and CD4 spike in TCRs, from
(Huang et al., Nature biotechnology 38, 1194 (2020), https://doi.org/10.1038/s41587-020-0505-4 ), the dataset and spike-in splits used are available in our Github
repository.

ex information of subjects in data collected from public sources may be available in the original data sources from which
collected TCR sequences were collected. Sex information is not included in our analysis.

Race and ethnicity information of subjects in data collected from public sources may be available in the original data sources
from which collected TCR sequences were collected. Race and ethnicity information was not included in our analysis.

TCR data collected from public sources are from a wide range of populations.

No recruitment was performed in this study.

No recruitment was performed in this study.

No formal sample size calculation was performed for this study. A large volume of data was collected to train machine learning models.
Models were trained with different sizes of the training dataset. The behavior of the model for smaller training sizes was broadly recapitulated
when training with the larger training dataset. This dataset proved sufficient to match the clustering performance of existing clustering tools.
The clustering and classification test dataset was collected from public data sources limited by the number of such available paired chain TCR
sequences with cognate antigen binding information.

TCR data without antigen labels were filtered for sequence quality as described in detail in the methods section under 'data preparation'. For
the test dataset of antigen labeled TCRs, we collected only paired chain TCRs with a score of at least 1 in the VDJdb to ensure high quality
interactions only were present in the dataset. For the classification task, to ensure no very small classes, we retained only TCRs with binding to
antigens for which at least 100 unique TCRs were present in the dataset. For the clustering task we only keep TCRs that bind antigens with at
least 3 TCRs in the dataset, keep TCRs with length of less than 28 residues (CDR3,CDR3+2) or 35 (CDR3+2+1). These limits were necessary as
the CNN model must be trained on fixed length sequences, for which we chose (CDR3+2) of 28 residues which covered the majority of the
unlabeled TCR database.

For trained neural networks all code to reproduce the findings relating to the models latent space behaviors, clustering and classification




