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Supporting Information Text

The supplementary text contains all the methods and details on the biophysical modeling. All neurons were modeled using a
single compartment with Hodgkin-Huxley-type dynamics. The voltage change in each neuron is described by:

cm
dv

dt
= −

∑
Imembrane −

∑
Isynaptic + Iapp + Inoise [1]

The membrane capacitance (cm) is normalized to 1 µF·cm−2 for all neurons. All neurons display a fast sodium current (INa),
a fast potassium current (Ik), a leak current (IL) for membrane currents (Imembrane). The synaptic currents (Isynaptic) depend
on the connectivity. The applied current (Iapp) is a constant that represents background excitation and the noise current
(Inoise) corresponds to a gaussian noise. The parameter values for PYR, IN-Phasic and IN-Tonic neurons generally follow the
parameter values for excitatory and inhibitory neurons in (1) and (2). They have been derived from experimental findings in
the literature, as cited in previous work such as (1, 2, 13). Any parameter value not within the ranges in (1) and (2) is justified
when it is introduced, below.

Membrane currents and background excitation

The basic membrane currents were modeled using Hodgkin-Huxley-type conductance dynamics and formulated as:

I = ḡ(mnhk)(V − Eion) [2]

Every membrane current has a constant maximal conductance (ḡ) and a constant reversal potential (Eion). The activation
(m) and inactivation (h) gating variables have nth and kth order kinetics with n, k ≥ 0. The dynamics of each gating variable
evolves according to the kinetic equation (written here for the gating variable m):

dm

dt
= m∞ − m

τm
[3]

The steady-state function (m∞) and the time constant of decay (τm) can be formulated as rate functions for each opening
(αm) and closing (βm) of the ionic channel by using:

m∞ = αm/(αm + βm) and τm = 1/(αm + βm). [4]

Fast sodium current. The sodium current (INa) has three activation gates (n=3) and only one inactivation gate (k=1). The rate
functions for the sodium current activation (m) and inactivation (h) variables are formulated as:

αm = 0.32(V + 54)
1 − exp[−(V + 54)/4] [5]

βm = 0.28(V + 27)
exp[(V + 27)/5] − 1 [6]

αh = 0.128 exp[−(V + 50)/18] [7]

βh = 4
1 + exp[−(V + 27)/5] [8]

The maximal conductance of the sodium current is ḡNa = 100 mS·cm−2. The sodium reversal potential is ENa = 50mV.

Fast potassium current. The fast potassium current (IK) has four activation gates (n = 4) and no inactivation gates (k = 0). The
rate functions of the activation gate are described by:

αm = 0.032(V + 52)
1 − exp[−(V + 52)/5] [9]

βm = 0.5 exp[−(V + 57)/40] [10]

The maximal fast potassium channel conductance is ḡK = 80 mS·cm−2. The reversal potential for potassium is EK = −100mV.

Leak current. The leak current (IL) has no gating variables (n = 0, k = 0). The maximal conductance of the leak channel is
ḡl = 0.05 mS·cm−2. The leak channel reversal potential is EL = −67mV.

Applied current and noise. The baseline excitation and the sum of all excitatory and inhibitory exogenous inputs for a given
neuron (e.g., from the cortex, thalamus and non-modeled input) is introduced into the model using a constant background
excitation term (Iapp). To account for variability in background excitation, we further introduce a Gaussian noise term (Inoise).
The Gaussian noise has mean zero and standard deviation dependent on the neuronal cell type. The applied current (Iapp) is
set to −0.25 µA·cm−2 for PYR neurons, 0.1 µA·cm−2 for IN-Phasic neurons, and −1.4 µA·cm−2 for IN-Tonic neurons. The
Gaussian noise (Inoise) has mean 0 and standard deviation 20

√
0.01 for PYR and IN-Phasic neurons and 150

√
0.01 for IN-Tonic

neurons where 0.01ms corresponds to the time step of integration in our simulations.
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Network structure and synaptic currents

Our model consisted of 80 PYR, 20 IN-Phasic, and 80 IN-Tonic neurons. Each PYR neuron receive 10 AMPA+NMDA
projections from the remaining 79 PYR neurons, 10 GABA projections from the 20 IN-Phasic neurons and 5 GABA projections
from the 80 IN-Tonic neurons. Each IN-Phasic neuron receive 10 AMPA+NMDA projections from 80 PYR neurons, 10 GABA
projections from the remaining 19 IN-Phasic neurons and 5 GABA projections from the 80 IN-Tonic neurons. IN-Tonic neurons
receive no projections in the base model. All projections were randomly and uniformly selected for a total of 10 from each cell
type.

We needed IN-Tonic inhibition onto PYR and IN-Phasic neurons that is heterogenous and random, that would not foster
synchrony and that would not pattern the activity of PYR and IN-Phasic neurons. To achieve that, we opted to provide
GABAergic projections from a relatively large pool (80) of IN-Tonic neurons, instead of a small pool (e.g., 20) with size similar
to that of IN-Phasic neurons. Each PYR and IN-Phasic neuron received input from 5 IN-Tonic neurons. This ensure that
neurons (PYR and IN-Phasic) do not excessively have presynaptic input from the same combination of IN-Tonic neurons. As
IN-Tonic neurons are not interconnected, the size of the IN-Tonic population only affects the heterogeneity and randomness of
the inhibition onto PYR and IN-Phasic neurons.

While IN-Tonic neurons do not receive projections in the base model, they are modeled to have NMDA-receptors. The
concentration [Glu] for NMDAR of IN-Tonic neurons were all fixed to 1mM to provide constant excitatory input, which would
allow NMDAR kinetics to open and close. The concentration [Glu] for NMDAR for PYR and IN-Phasic neurons is derived from
pre-synaptic activity, as described in the next subsection. We fixed the [Glu] concentration for IN-Tonic neurons to examine
the slow-unblock current without closed-loop effects. However, the results are unchanged if that concentration is instead from
pre-synaptic PYR activity (Fig. S6A).

NMDA-receptor kinetics and current. We implemented a 10-state probabilistic model of NMDAR channel kinetics, adapted from (3).
The probabilty of being a certain state can be interpreted as the fraction of NMDA receptors in the particular state. State i
transitions to state j with a rate qij , denoting a conditional transition probability. The notation for the states and the rates
are provided in Figure S8. If Q is the 10x10 transition matrix and P (t) is the probability vector of being in each of the 10
states, then:

dP (t)
dt

= Q.P (t) [11]

For example, for the conductive state OAA, we get:
dOAA

dt
= βCÅ + kunblock(V )OAA − αCAA − kblock(V )OAA [12]

The values for the rates are:

α = 0.0916 ms−1 [13]
β = 0.0465 ms−1 [14]

kunblock(V ) = 5.4 exp(V/47) ms−1 [15]
kblock(V ) = 0.61 exp(−V/17) ms−1 [16]

kon = 5 mM.ms−1 [17]
koff = 0.0055 ms−1 [18]

kr = 0.0018 ms−1 [19]
kd = 0.0084 ms−1 [20]

Built into the model of (3) is an asymmetry in the kinetics during the blocked versus unblocked regime. We decide to use a
symmetric version of the model for simplicity and to have our results not depend on asymmetry. This distinction will not affect
our results but, in general, can be a crucial component that can affect brain dynamics through NMDA-receptor kinetics. We
also substituted the variable [Mg]2+ that appears in the blocking/unblocking rates of (3) by 1mM (see (3)).

Each NMDAR synaptic connection consists of such a probabilistic model. NMDAR channels open following agonist
(glutamate) binding. The concentration [Glu] denotes the amount of glutamate available at the synapse that can bind to
NMDA receptors. Binding rates are determined by this concentration (Fig. S8). This concentration is given by:

[Glu] = [Glu]max exp(−t/τ[Glu]) [21]
where t denotes the time of the last spike from the presynaptic neuron. We set [Glu]max = 1mM and τ[Glu] = 1.2ms. We then
modeled the NMDA current (INMDA) as:

INMDA = gNMDAsNDMA(V − ENMDA) [22]

The gating variables sNDMA is the sum:

sNMDA = 1
N

N∑
k=1

OAA(k→j) [23]
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where N is the number of presynaptic neurons and OAA(k→j) is the probability of being in state OAA for NMDAR synaptic
connection k → j. The maximal conductance gNMDA was set to be 8.5 mS·cm−2 for PYR neurons and 9.5 mS·cm−2 for
IN-Phasic and IN-Tonic neurons. These values were chosen to preserve a reasonable NMDA-current/AMPA-current ratio as
described in (4).

GABA- and AMPA-receptor currents. We modeled GABA-currents (IGABAa) using a Hodgkin-Huxley-type conductance:

IGABAa = ḡinhsinh(V − Einh) [24]

of the gating variables from all pre-synaptic connections. The gating variable sinh for inhibitory GABAa synaptic transmission
is the sum:

sinh = 1
N

N∑
k=1

Sk→j [25]

where N is the number of presynaptic neurons and Sk→j describes the kinetics of the gating variable, for each pair of presynaptic
neuron k and postsynaptic neuron j, evolving according to:

dSk→j

dt
= gGABAa(Vk)(1 − Sk→j) − Sk→j

τinh
. [26]

Note that Sk→j is a function of the presynaptic voltage Vk, and its dynamics depend on the dynamics of the presynaptic
neuron k. The rate functions for the open state of the GABAa receptor (gGABAa(Vk)) is described by:

gGABAa(Vk) = 2(1 + tanh(Vk

4 )). [27]

The maximal conductance ḡinh is scaled by the number of pre-synaptic neurons of the same type. Excitatory AMPA synaptic
currents use the same set of equations as for the GABAa current with the “GABA” subscript replaced by “AMPA” and the
“inh” subscript replaced by “exc”, with the exception for gAMP A(Vk) modifed as gAMP A(Vk) = 5(1 + tanh( Vk

4 )).
We set τinh to be 6ms for projections from IN-Phasic neurons and 8ms for projections from IN-Tonic neurons. We set

τexc = 1.5ms for all PYR projections. The potentials Einh and Eexc were defined as −80mV and 0mV , respectively. Maximal
conductances were ḡexc = 0.2 mS·cm−2 for AMPA-currents from PYR neurons, ḡinh = 0.8 mS·cm−2 for GABA-currents from
IN-Phasic neurons and ḡinh = 5 mS·cm−2 for GABA-currents from IN-Tonic neurons.

The value of the maximal conductance for IN-Tonic GABA-currents was selected so that IN-Tonic neurons can deliver
adequate inhibition onto PYR and IN-Phasic neurons: abolishing gamma oscillation that emerge from PYR and IN-Phasic
neuron disinhibition while maintaining spiking activity in PYR and IN-Phasic neurons. The value (5 mS·cm−2) appears to be
much larger than that of IN-Phasic neurons (0.8 mS·cm−2). However, each PYR and IN-Phasic neuron received projections
from 5 IN-Tonic neurons. These IN-Tonic neurons fire randomly, sparsely and not simultaneously. This is as opposed to
IN-Phasic neurons which become highly active and synchronized when disinhibited. As a result, the maximal value for the
conductance of IN-Tonic GABAergic currents during simulations is effectively near 1 mS·cm−2, the maximal conductance
provided by each of the 5 IN-Tonic synaptic connections. Overall, the role of this IN-Tonic projection and its maximal
conductance is to provide tonic inhibition onto PYR and IN-Phasic neurons to keep neuronal excitation low. These IN-Tonic
GABAergic currents do not play a kinetic role in the generation of the gamma and slow-delta oscillations.

Extended model with VIP neurons

We added 20 VIP neurons in an extended model. The properties and currents of these neurons can differ from what was
already detailed above. The additions or changes are described below. The parameters for VIP neurons follow those presented
for VIP in (5) and for fast spiking interneurons in (6).

Modifications to membrane potentials. The fast sodium channel maximal conductance was set to ḡNa = 112.5 mS·cm−2 for
VIP neurons. VIP neurons also displayed a D-current, an M-current and a modified fast potassium current.

Fast potassium current for VIP+ neurons. The fast potassium current for VIP+ (IK) has two activation gates (n=2) and no
inactivation gate (k=0). The steady state function for the potassium current activation (n) and its constant (τn) are described
by:

n∞ = 1
1 + exp[−(V + 12.4)/6.8] [28]

τn = (0.087 + 11.4
1 + exp[(V + 14.6)/8.6] )(0.087 + 11.4

1 + exp[−(V − 1.3)/18.7] ) [29]

The maximal conductance of the potassium current is ḡK = 225 mS·cm−2. The potassium reversal potential is ENa = −90mV.
This instantiation of the current is only displayed in VIP neurons.
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D-current. The fast-activating, slowly inactivating potassium D-current (ID) is described mathematically as in (7) and has three
activation gates (n = 3) and one inactivation (k = 1) gate. The steady state functions for the activation (m) and inactivation
(h) variables and their time constants (τm and τh, respectively) are described by:

m∞ = 1
1 + exp[−(V + 50)/20] [30]

h∞ = 1
1 + exp[(V + 70)/6] [31]

τm = 2ms [32]
τh = 150ms [33]

The maximal conductance of the D-current is 5.6 mS·cm−2 for VIP.

M-current. The M-current (IM ) has one activation gate (n = 1) and no inactivation gate (k = 0). The rate functions for the
M-current activation gate are described by:

αm = Qs10−4(V + 30)
1 − exp[−(V + 30)/9] [34]

βm = − Qs10−4(V + 30)
1 − exp[(V + 30)/9] [35]

We use a Q10 factor of 2.3 to scale the rate functions of the M-current since the original formulation of these kinetics described
dynamics at 23◦C (8). Thus, for a normal body temperature of 37◦C, the M-current rate equations are scaled by Qs, which is
formulated as:

Qs = Q
(37◦C−23◦C)/10
10 = 3.209 [36]

The maximal M-current conductance is ḡm = 1.3 mS·cm−2 for VIP.

Leak current. The maximal conductance of the leak channel is ḡl = 0.025 mS·cm−2 for VIP. The leak channel reversal potential
is EL = −70mV for VIP.

Applied current and noise. The applied current (Iapp) is set to 5 µA·cm−2 for VIP. The Gaussian noise (Inoise) has mean 0 and
standard deviation 100

√
0.01 for VIP where 0.01ms corresponds to the time step of integration in our simulations.

Modifications to connectivity. Maximal conductances was ḡinh = 0.3 mS·cm−2 for GABA-currents from VIP projections and
ḡinh = 1 mS·cm−2 for AMPA-currents from PYR projections.

Gap junctions. VIP neurons were additionally connected via electrical gap junctions. The electrical coupling of VIP neuron j to
neuron k was defined as:

Ielec = 1
N

ḡelec(Vk − Vj) [37]

with N equal to the number of VIP neurons that j is coupled to. These coupling introduce a current
∑

k
Ielec in VIP neuron j.

We set ḡelec = 0.4 mS·cm−2

Network and connectivity. Each VIP neuron receive 10 AMPA projections from PYR neurons and 10 GABA projections from
VIP+ neurons. Each VIP+ neuron is also coupled to 10 remaining VIP neurons. All the projections are randomized. The
projections received by PYR and IN-Phasic neurons are uniformly selected for a total of 10 from each cell type. The projections
received by VIP+ neurons are selected by a bernouilli coin flip of probability 0.125 for AMPA projections from PYR neurons,
0.5 for GABA projections from VIP neurons, 0.5 for electrical coupling from VIP neurons. The electrical coupling of VIP+
neurons was made symmetrical.

Modeling the effect of ketamine

The effect of ketamine was modeled by decreasing kunblock(0) from 5.4 ms−1 at baseline by 15% 4.6 ms−1 and then by 30% to
3.8 ms−1 at the highest dose. This decrease was applied to all NMDA receptors of all the neurons in the network.

Network perturbation simulations

An isolated PYR neuron for NMDAR kinetics simulations was formed by removing all projections, and setting [Glu] = 1 and
letting it decay per the equation to simulate a glutamate puff. The applied current Iapp was set to −2 µA·cm−2, −1.25 µA·cm−2

and −0.5 µA·cm−2 in Figure 4B,C (top to bottom). The applied current Iapp was set to −0.5 µA·cm−2 and kunblock(0) decreased
from 5.4ms to 3.8ms in Figure 5B,C (top to bottom).

In Figures 4F and 5G, Iapp increased to 0.15 µA·cm−2 for PYR neurons and to 0.6 µA·cm−2 for IN-Phasic neurons. In
Figure S6C, Iapp was decreased to −2.05 µA·cm−2 and El was increased to −53mV . In Figure S7B, Iapp was decreased to
−1.4 µA·cm−2. In Figure S7C [Glu]was fixed to 0.5mM, and Iapp was decreased to −0.9 µA·cm−2.
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Aggregate population activity

Synaptic currents have been used in models of LFP and EEG (9). We model the population aggregate activity (EEG/LFP)
as the sum of all AMPA and NMDA currents going into PYR neurons. Thus our aggregate signal is tracking the excitatory
activity driving spiking throughout the network.

Simulation and analysis

Our network models were programmed in C++ and compiled using GNU gcc. The differential equations were integrated using
a fourth-order Runge Kutta algorithm. The integration time step was 0.01 ms. Model output is graphed and analyzed using
Python 3. Signals were filtered using a butterworth band-pass filter of order 2.
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Supplementary Figures
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Fig. S1. Simulation 1: NMDAR antagonism in a biophysical model reproduces the oscillatory dynamics under ketamine. (Model
simulations) (top) Spectrogram of an EEG/LFP generated from a simulation of the biophysical model, under different effect site concentrations
of ketamine. (middle) Corresponding EEG/LFP trace. (bottom) Corresponding raster plot of spiking activity.
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Fig. S2. Simulation 2: NMDAR antagonism in a biophysical model reproduces the oscillatory dynamics under ketamine. (Model
simulations) (top) Spectrogram of an EEG/LFP generated from a simulation of the biophysical model, under different effect site concentrations
of ketamine. (middle) Corresponding EEG/LFP trace. (bottom) Corresponding raster plot of spiking activity.
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Fig. S3. Simulation 3: NMDAR antagonism in a biophysical model reproduces the oscillatory dynamics under ketamine. (Model
simulations) (top) Spectrogram of an EEG/LFP generated from a simulation of the biophysical model, under different effect site concentrations
of ketamine. (middle) Corresponding EEG/LFP trace. (bottom) Corresponding raster plot of spiking activity.
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Fig. S4. Simulation 4: NMDAR antagonism in a biophysical model reproduces the oscillatory dynamics under ketamine. (Model
simulations) (top) Spectrogram of an EEG/LFP generated from a simulation of the biophysical model, under different effect site concentrations
of ketamine. (middle) Corresponding EEG/LFP trace. (bottom) Corresponding raster plot of spiking activity.
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Fig. S5. Simulation 5: NMDAR antagonism in a biophysical model reproduces the oscillatory dynamics under ketamine. (Model
simulations) (top) Spectrogram of an EEG/LFP generated from a simulation of the biophysical model, under different effect site concentrations
of ketamine. (middle) Corresponding EEG/LFP trace. (bottom) Corresponding raster plot of spiking activity.
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Fig. S6. NMDAR antagonism can shut down inhibition under different conditions. (Model simulations) (A) Schematic of the biophysical
model with added NMDA projections from PYR to IN-Tonic neurons. (B) (top) Raster plot of spiking activity of representative IN-Tonic neurons.
(bottom) Spectrogram of an LFP generated from a simulation of the biophysical model of (A), under different effect site concentrations of ketamine.
(C) Schematic of the biophysical model where the background excitation is decreased and the resting membrane potential is increased. (D) (top)
Raster plot of spiking activity of representative IN-Tonic neurons. (bottom) Spectrogram of an LFP generated from a simulation of the biophysical
model of (C), under different effect site concentrations of ketamine.
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Fig. S7. Effects of GABA-receptor inhibition on gamma oscillations under NMDAR antagonism. (Model simulations) (A) (left)
Schematic of the network for the simulation where IN-PYR and IN-IN projections were removed. (right) Raster plots of spiking activity for
IN-Phasic and PYR neurons under the conditions in (left), at different ketamine effect site concentrations. (B) (left) Schematic of the network for
the simulation where IN-IN projections were removed and Iapp adjusted accordingly to correct increase in excitation. (right) Raster plots of spiking
activity for IN-Phasic and PYR neurons under the conditions in (left), at different ketamine effect site concentrations. (C) (left) Schematic of the
network for the simulation where IN-IN and PYR-IN projections were removed. NMDAR on IN were exposed to constant glutamate concentration,
and Iapp was decreased to correct for increase of excitation. (right) Raster plots of spiking activity for IN-Phasic and PYR neurons under the
conditions in (left), at different ketamine effect site concentrations.
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Fig. S8. Transitions in the 10-state probabilistic model of NMDAR kinetics. Schematic of the 10-state model of NMDAR kinetics displaying
the variables for the transition rates.
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