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Supplementary Table 1. REACH-VET algorithm’s 61-structured variables1  
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Supplementary Table 2. CountVectorizer model 

Table presents CountVectorizer2 output analyzed by Random Forest (RF)3 and Naïve Bayes 

(NB)4 classification models. Each model evaluates notes from different time intervals back from 

date of death by suicide for cases or matched time points for controls. Overall predictive 

accuracy is estimated via AUC. Risk concentration for Veterans with the highest predicted risk 

(10%, 5%, 1%, .1%) is also estimated. Following REACH-VET studies, to evaluate risk 

concentration, we gauged the proportion of death by suicide to the expected proportion of death 

by suicide assuming uniform sample distribution, i.e., among Veterans Health Administration 

patients who scored within the highest 10% of this model, 22% died by suicide. As 

Countvectorizer models were typically less predictive than TFIDF models, they were not 

included in additional analyses.  
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Supplementary Table 3. Parameter tuning 

 

We performed coarse hyperparameter searches to identify ideal Random Forest (RF),22 XGBoost 

(XG),23 and Logistic Regression (LR)26 model specifications for TFIDF5 output. Optimal 

hyperparameters were evaluated based on the loss over each validation set. As follows, we list 

the hyperparameters scanned for each model through the coarse inspection of validation set 

statistics. Naïve Bayes models were not subject to cross validations. Final selections were based 

on sensible recommendations and experimentation.  

 

Hyperparameter tuning for TFIDF (utilized hyperparameters are marked in bold) 

RF n_estimators = 200, 300, 500, 700, 1000; max_features = auto, sqrt; max_depth = 5, 10, 

25, 50, none; min_samples_split = 2, 5, 10; min_samples_leaf = 1, 2, 10; bootstrap = 

true, false 

XG n_estimators = 200, 500, 700, 1000; subsample = .5, .8, 1; num_boost_round = 2, 10, 

50; min_child_weight = 1, 6, 12; max_depth = 5, 10, 25, 50; early_stopping_rounds = 1, 

10, 100; colsample_bytree = .6, .8, 1 

LR C = .001, .01, .1, 1, 10, 100l; L1, L2 
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Supplementary Table 4. Standardized model 

Table presents TFIDF5 output that was standardized using StandardScaler6 and then analyzed 

using Random Forest (RF)3 and Naïve Bayes (NB)4 classification models. Each model evaluates 

notes from different time intervals back from date of death by suicide for cases or matched time 

points for controls. Overall predictive accuracy is estimated via AUC. Risk concentration for 

Veterans with the highest predicted risk (10%, 5%, 1%, .1%) is also estimated. Following 

REACH-VET studies, to evaluate risk concentration, we gauged the proportion of death by 

suicide to the expected proportion of death by suicide assuming uniform sample distribution, 

i.e., among Veterans Health Administration patients who scored within the highest 10% of this 

model, 22% died by suicide. As models that had been standardized were typically less predictive 

than unstandardized models, they were not included in additional analyses.  
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Supplementary Figure 1. Checklist for transparent model reporting  
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Supplementary Figure 2. Methods overview diagram  
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