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eMethods 

Prompting Techniques 

ChatGPT was prompted by copying and pasting the questions and potential answers into the 
web-based user interface. If ChatGPT did not explicitly select one of the multiple-choice options 
in its response, the phrase “Please select only one of the stated options” was added to the end 
of the query.  
 
In secondary analyses, we explored ChatGPT’s performance after a wrong answer with the 
prompt: “What would your second-choice answer to the most recent multiple-choice question 
be?”  
 
We also evaluated whether prompt engineering techniques could improve performance, 
including chain-of-thought1, generated knowledge2, and a novel method of asking the chatbot to 
use the most up-to-date information. Specifically, we added the phrase before queries: “You are 
an expert medical oncologist at a top cancer center. Answer the following multiple-choice 
question. Consider the correctness of each possible answer step by step before selecting the 
best response. Use the most recent available medical literature and evidence to generate your 
response.”  

Open-Source Large Language Models 

We evaluated six open-source LLMs with publicly available weights that were ranked highly on 
Chatbot Arena3: Mistral-7B-Instruct-v0.24, Mixtral-8x7B-v0.15, Llama-2-13b-chat6, Nous-Hermes-
Llama2-70b7, openchat-3.5-12108, and BioMistral-7B DARE9. BioMistral-7B DARE is tailored for 
biomedical domains.  
 
Each model was in the GPT-Generated Unified Format (GGUF) for efficient inference10,11.  
Q4_K_M quantization was employed to reduce resource usage without significantly impacting 
performance11–13.  Model inferences were conducted using llama.cpp14.  Maximum message 
length, context size, and layers offloaded to the GPU were individually adjusted for each model 
to optimize performance. All other parameters remained at their default settings. The 
experiments used a uniform hardware setup consisting of a single GPU and CPU to ensure 
computational consistency. Most models were instruction-tuned, except for BioMistral-7B.  
Prompts for each model were formatted according to the specific instruction format specified by 
each model.  For example, the prompt for Mistral-7B-Instruct-v0.2 and Mixtral-8x7B-v0.1 are 
encapsulated within [INST] and [/INST]. Outputs from the models were standardized to a 
lowercase letter using neural-chat-7b-v3-115 with llama.cpp, employing few-shot learning to 
ensure uniformity in response. Jupyter notebook was developed to identify and resolve 
instances of multiple responses within a single output, instructing the models to generate a 
singular, clear response. A Python script was used to compare the standardized answers 
against an established answer key, enabling the calculation of each model’s accuracy, which 
was manually verified.  
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eTable 1. Classification of Errors in Explanations Accompanying 

Incorrect Multiple-Choice Answers by Large Language Model 

 Before 
2018 

2018 2019 2020 2021 2022 

Total Errors 12 1 2 2 3 2 

Extent of error       

Major error 6 1 1 0 0 1 

Minor error 6 0 1 2 3 1 

Type of error       

Reasoning 4 0 1 0 0 1 

Retrieval 9 1 1 2 3 2 

Comprehension 2 0 0 0 0 0 
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eFigure. Percentage of Correct Multiple-Choice Answers on 

Medical Oncology Examinations Across Large Language Models 

Random reflects expected performance by random guessing. All 

models except ChatGPT-3.5 and Chat-GPT-4 are open-source.  

 
 

 


