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Section 1: NRG Prostate Cancer AI Consortium Members 

The following authors were critical to the accrual of the trials used in this study:  

Michael Kucharczyk, Luis Souhami, Leslie Ballas, Christopher A. Peters, Sandy Liu, Alexander 

G. Balogh, Pamela D. Randolph-Jackson, David L. Schwartz, Michael R. Girvigian, Naoyuki G. 

Saito, Adam Raben, Rachel A. Rabinovitch & Khalil Katato 
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Section 2: Clinical Risk Group Defined by National Comprehensive Cancer Network 

(NCCN) Guidelines Prostate Cancer V.1.2022 

Patients were considered to be in the high- risk group if they had any of the following: a prostate-

specific antigen (PSA) > 20ng/mL, Gleason score of 8 to 10, clinical stage T3 or higher; in the 

intermediate-risk group if they had Gleason score of 7 or a Gleason score of 6 or less with a PSA 

10-20 ng/mL or a clinical stage T2b and not high-risk; and in the low-risk group if they had a 

Gleason score of 6 or less, a PSA < 10 ng/mL, and a clinical T-stage of T2a or lower. 

 

Section 3: Test Availability 

The test can be accessed and run through a CLIA-certified lab that is available online 

(https://artera.ai/our-test/). This test has not been cleared nor approved by the FDA, and is 

offered as a single-site Laboratory-Developed Test (LDT) in a dedicated CLIA-certified 

laboratory using the approach for the AI assay described in our manuscript and that is available 

as noted. Samples for the test are shipped to the Artera laboratory, where they are digitized, 

and the AI algorithm is run there. Then, a report is returned to the ordering clinician. This 

approach of offering testing as a single-site LDT through a CLIA-licensed laboratory is used by 

other commercial risk-stratification tests such as Decipher Prostate® (https://decipherbio.com/) 

and Prolaris® (https://myriad.com/genetic-tests/prolaris-prostate-tumor-test/). 

 

Section 4: Methods for Multimodal Deep Learning Model Development 

Clinical Data Preprocessing 

Categorical clinical variables (T-stage, Gleason score and primary/secondary Gleason pattern) 

and binary treatment type (0 for radiotherapy alone, 1 for radiotherapy with short-term androgen-

deprivation therapy [ADT]) were fed through neural network embedding layers to generate 

https://www.nccn.org/guidelines/guidelines-process/transparency-process-and-recommendations/GetFileFromFileManager?fileManagerId=12813
https://www.nccn.org/guidelines/guidelines-process/transparency-process-and-recommendations/GetFileFromFileManager?fileManagerId=12813
https://www.nccn.org/guidelines/guidelines-process/transparency-process-and-recommendations/GetFileFromFileManager?fileManagerId=12813
https://www.nccn.org/guidelines/guidelines-process/transparency-process-and-recommendations/GetFileFromFileManager?fileManagerId=12813
https://artera.ai/our-test/
https://decipherbio.com/
https://myriad.com/genetic-tests/prolaris-prostate-tumor-test/).
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continuous vector embeddings. Groupings are as follows: Gleason total (≤6, 7, 8, and  ≥9), both 

primary and secondary Gleason patterns (≤3, 4, and 5), T-stage (Tx, T0, T1a, T1b, T1c or T1, 

T2a, T2b, T2c or T2, T3a, T3b, T3c or T3, T4a, T4b, T4). Continuous clinical variables (age, 

baseline PSA) were standardized based on the mean and standard deviation of the training data. 

In the development set, missing continuous clinical variables (age and PSA) were imputed using 

sklearn SimpleImputer[1] with the default mean strategy; missing categorical clinical variables (T 

stage and Gleason information) were treated as separate “N/A” category by the encoder. In the 

validation set, NRG/RTOG 9408, missing clinical variables (age, Gleason total, T stage, and PSA) 

were considered numeric and imputed using sklearn KNNImputer with the default parameters 

(average of 5 nearest neighbors)[1,2]. Missing Gleason primary or secondary patterns were 

imputed based on the most frequent patterns of their non-missing Gleason combination. 

 

Image Feature Extraction Model Development 

For each patch from a patient’s histopathology images, a 128-dimensional feature vector was 

extracted using the self-supervised pre-trained Resnet-50 image feature extraction model and 

was standardized based on the mean and standard deviation of the training data. All the patch-

level feature vectors from the same patient were stacked to form an image feature tensor, which 

was fed to the downstream predictive model. 

 

Inverse Probability Treatment Weighting 

As the development set comprised two phase III randomized trials (NRG/RTOG 9910 and 0126), 

inverse probability of treatment weighting (IPTW) was used to ensure that patients in two 

treatment types had comparable clinical baseline characteristics[3]. Propensity score was 

calculated using a logistic regression model with elastic net penalty, where treatment types were 

https://paperpile.com/c/JNqly8/xQ1g
https://paperpile.com/c/JNqly8/uRXd+xQ1g
https://paperpile.com/c/JNqly8/5XsqO
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regressed against patients’ age, baseline PSA, Gleason score, Gleason primary/secondary 

patterns, and T-stage variables. To mitigate the high variability introduced by large weights, IPTW 

weights were trimmed based on the 1st and 99th percentiles[4,5]. 

 

Downstream Predictive Model Development 

The downstream predictive model took the image feature tensor, preprocessed clinical data, and 

treatment type (rx) as input for each patient. An attention multiple instance learning network was 

employed to learn a weight for each patch from the patient[6]. A single 128-dimensional image 

vector was generated from the image feature tensor for each patient by taking the weighted sum 

of the image vectors of all patches from the same patient, where the weights were learned by the 

attention mechanism. A concatenation of this single 128-dimensional image vector, preprocessed 

clinical data, and treatment type was further processed through the joint fusion pipeline to 

effectively learn predictive feature encodings of differential treatment benefit from the addition of 

short-term ADT to radiotherapy. 

The multimodal predictive model was trained in a multitask manner. The first task was to predict 

the relative risk of distant metastasis using the factual rx (“Task 1” in Supplementary Figure 1A). 

The image, clinical, and factual rx vectors were concatenated and fed through a few layers of 

fully connected neural networks to produce a continuous score for each patient that estimates 

the relative risk of distant metastasis (referred to as “factual model prediction score” hereafter). 

The negative log-partial likelihood was used as the training objective for the first task and the 

factual model prediction scores were the estimated log relative hazards[7]. 

The negative log-partial likelihood loss was parameterized by the model weights  and formulated 

as follows: 

, 

https://paperpile.com/c/JNqly8/kVssl+hNobj
https://paperpile.com/c/JNqly8/Gj3Zq
https://paperpile.com/c/JNqly8/pmQxv
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where the values , , and  are the respective event time or time of last follow-up, an indicator 

variable for whether the event is observed, and the model input for the  observation. The 

function  represents the factual branch of the multimodal model, and  is the estimated log 

relative hazard given an input . The value  represents the number of patients with an 

observable event. The set of patients with an observable event is represented as . The risk 

set  is the set of patients still at risk of failure at time . We used Breslow’s 

approximation for handling tied event times[8]. 

 

Based on the estimated relative risk on the first task, the second task was to predict the delta 

score, defined as the difference in factual model prediction score and counterfactual model 

prediction score (“Task 2” in Supplementary Figure 1A). To this end, a counterfactual rx variable 

was created by toggling the patient’s factual rx (radiotherapy for patients who received 

radiotherapy with short-term ADT, and vice versa). The counterfactual rx variable was fed through 

the same rx embedding layer and concatenated with the image and clinical vectors. Then, the 

concatenated vectors were fed through the same fully connected neural network layers yielding 

another continuous score (referred to as “counterfactual model prediction score” hereafter). For 

patients who received radiotherapy alone, delta would be the factual model prediction score minus 

the counterfactual prediction score; whereas for patients with radiotherapy and short-term ADT, 

delta would be the counterfactual prediction score minus the factual model prediction score. The 

delta indicates the magnitude of therapeutic benefit for each patient, where a larger delta suggests 

a larger benefit from additional short-term ADT, and vice versa.  

 

For this predictive task, the delta loss was designed and used as the training objective. 

Essentially, the delta loss was the deviation between the predicted delta scores and the expected 

delta scores. The expected delta scores were dependent on patients falling into one of four 

https://paperpile.com/c/JNqly8/DJ2lf
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subgroups based on their treatment types and distant metastasis outcomes as follows: (a) 

Subgroup A consisted of metastasis-free patients who received radiotherapy alone; (b) Subgroup 

B consisted of patients who received radiotherapy alone and had distant metastasis; (c) Subgroup 

C comprised of metastasis-free patients who received radiotherapy with short-term ADT; (d) 

Subgroup D consisted of patients who received radiotherapy with short-term ADT and had distant 

metastasis. For Subgroup A, the delta should be close to 0 as the patients had no distant 

metastasis when receiving radiotherapy alone treatment and additional short-term ADT would not 

affect their risk of distant metastasis; for Subgroup B, the delta should be greater than or equal to 

0 since the patients may benefit from additional short-term ADT treatment; for Subgroup C, the 

delta should be greater than 0 since the patients were free of distant metastasis when receiving 

additional short-term ADT; finally, Subgroup D’s delta should be close to 0 as the patients had 

distant metastasis even if they received additional short-term ADT treatment. During training, the 

model was penalized when the delta scores did not fall in the expected range described above. 

The training objective for the predictive task was defined using the softplus function[9].  

 

During training, we approximated the weighted sum of both losses from the prognostic task and 

the predictive task, and each data point was weighted by its IPTW weight. Once the model was 

trained, a cutoff was selected at the 67th percentile of the delta scores in the development set 

such that all patients in the validation set with a delta score greater than the cutoff were considered 

to be predictive model positive, with predicted benefit of additional short-term ADT, and those with 

a delta score less than the cutoff were considered to be predictive model negative. The final model 

was chosen based on the lowest ratio of IPTW-weighted hazard ratios of predictive model positive 

and negative subgroups on the tuning set.  

 

  

https://paperpile.com/c/JNqly8/M6ap4
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Section 5: Supplementary Figures and Tables 

A 

 

B 

 

Figure S1. Multimodal deep learning architecture and distribution of delta for development 

and validation set.  

(A) The multimodal architecture accepts both clinical data and histopathology image data and 

outputs a delta score that captures the magnitude of therapeutic benefit. (B) The 67th percentile 

of the delta scores in the development set was selected as the cutoff threshold such that predictive 
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positive patients had a delta greater than the cutoff, and predictive negative patients had a delta 

less than the cutoff. 

PSA = prostate-specific antigen; Rx = treatment type; P = probability; Y = outcome; RT = 

radiotherapy; ST-ADT = short-term androgen-deprivation therapy; N = number; MIL = multiple 

instance learning. 
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Figure S2. Model feature weights and their associated feature importance. 

The greater the feature importance, the more contribution the individual clinical (e.g. baseline 

PSA) or histopathology-derived feature has to the downstream predictive model prediction. The 

feature importance is calculated based on the absolute Shapley value for each variable, averaged 

over the patients in the validation set (NRG/RTOG 9408) to obtain a global measure of feature 

importance, and is normalized across the features for visualization purposes[10]. Histopathology-

derived features–including Gleason score and imaging features–contributed the most to the 

artificial intelligence-derived predictive model. Of note, the downstream predictive model has a 

capacity to jointly learn complex interactions between image and clinical features, and the 

Shapley value provides a combined contribution of main and interaction effects. Note that some 

percentages may not add up to a hundred percent due to rounding. 

PSA = prostate-specific antigen. 

 

https://paperpile.com/c/JNqly8/BCGub
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Figure S3. Forest plots for all endpoints in positive and negative predictive model groups 

of NRG/RTOG 9408 (validation set) for the subgroup of NCCN low-intermediate-risk 

patients. 

NCCN = National Comprehensive Cancer Network; RT = radiotherapy; ST-ADT = short-term 

androgen-deprivation therapy; yr = year; RMST = restricted mean survival time; s/HR = 

subdistribution hazard ratio or hazard ratio; CI = confidence interval; N = number of patients; DM 

= distant metastasis; PCSM = prostate cancer-specific mortality; MFS = distant metastasis-free 

survival; OS = overall survival.  
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Figure S4. Forest plots for exploratory endpoints in positive and negative predictive model 

groups of NRG/RTOG 9408 (validation set) for all patients. 

NCCN = National Comprehensive Cancer Network; RT = radiation therapy; ST-ADT = short-term 

androgen-deprivation therapy; yr = year; RMST = restricted mean survival time; HR = hazard 

ratio; CI = confidence interval; N = number of patients; MFS = distant metastasis-free survival; 

OS = overall survival.  
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Table S1. Trials included in meta-analyses. 

 Population Dates Experi
mental 
Arm 

Control 
Arm 

Patients 
in 
Experim
ental 
Arm 

Patients 
in 
Control 
Arm 

Primary 
Endpoint 

Primary 
Endpoint 
Result 

Secondary 
Efficacy 
Endpoints 

NRG/R
TOG 
9408 

T1b-T2b 

and PSA 

≤20 

1994-
2001 

RT + 4 
mo 
ADT 

RT 
alone 

987 992 OS 
  

Negative1 DSM 
BF 
DM 
  

NRG/R
TOG 
9413 

>15% LN 
risk by 
Roach AND 
PSA <100; 
T2c-T4 
tumors and 
Gleason 
>=6 were 
allowed 
regardless 
of LN risk 

1995-
1999
  

2x2 factorial: 
4 mo 
neoadjuvant/concu
rrent vs adjuvant 
ADT 
Prostate only RT 
vs whole pelvis RT 

1323 total PFS 

  

Positive2 BF 

OS 

LP 

DM 

RF 

PCSF 

NRG/R
TOG 
9910 

T1b-T4 

GS2-6 

PSA>10 

≤100 

T1b-T4 GS 
7 PSA<20 
T1b-c GS 
8-10 PSA 
<20  

2000-
2004 

RT + 36 
weeks 
ADT 

RT + 4 
mo ADT 

737 752 DSS Negative3 OS 
DFS 
LRP 
DM 
BF 

NRG/R
TOG 
9202 

T2c-T4 
AND 
PSA<150 

1992-
1995 

RT + 28 
mo 
ADT 

RT + 4 
mo ADT 

758 762 DFS Positive4 LP 
DM 
BF 
DSS 
OS 

NRG/R
TOG 
0126 

cT1b-T2b, 
GS 2-6, 
and PSA 
10-20; 
or GS 7 
and PSA 
<15 

2002-
2008 

79.2 Gy 
RT 
alone 

70.2 Gy 
RT 
alone 

748 751 OS Negative5 BF 
DSS 
LP 
DM 

1Jones et al., IJROBP 2021; 2Roach et al., Lancet Oncol 2018; 3Pisansky et al., JCO 2015; 
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4Lawton et al., IJROBP 2017; 5Michalski et al., JAMA Oncol 2018 

PSA = prostate-specific antigen; RT = radiation therapy; ADT = androgen-deprivation therapy; 

OS = overall survival; DSM = disease-specific mortality; BF = biochemical failure; DM = distant 

metastasis; PFS = progression-free survival; LP = local progression; RF = regional failure; 

PCSF = prostate cancer-specific failure; DSS = disease-specific survival; DFS = disease-free 

survival; LRP = locoregional progression  
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Table S2. Study summary and patient baseline characteristics for all NRG/RTOG trials used 

for model development and validation.  
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3D/IMRT = intensity-modulated radiotherapy; Wks = weeks; RT = radiotherapy; HT = hormone 

therapy; IQR = interquartile range; PSA = prostate-specific antigen; ng/mL = nanograms per 

milliliter. 
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Table S3. Representativeness of patient cohort 

Disease under investigation Localized Prostate cancer 

Race or ethnic group Prostate cancer disproportionately affects African American 
men in the United States 

Age Incidence and mortality rates are strongly related to age with 
the highest incidence being seen in elderly men (> 65 years of 
age) 

Geography Incidence and mortality rates for prostate cancer vary 
worldwide, with the greatest incidence in North America and 
highest mortality rate in Asia. 

Overall representativeness 
of study 

The study population included patients from North America. 
Prostate cancer patients are younger outside North America 
thus, the age distribution in the current study population differs 
from that in some countries. In the RTOG-9408 validation set 
of 1,594 patients, there were 306 (19.2%) Black, 1,220 (76.5%) 
White, 68 (4.3%) Other/Unknown men. In the US, 488,375 
men were diagnosed with localized prostate cancer from 2015-
2019[11]. Of these men, there were 76,374 Black (15.6%) and 
253,697 White (52%) men. 
 
 

 

  

https://paperpile.com/c/JNqly8/JC6ZV
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Table S4. Patient baseline characteristics for the development cohort. 

  

RT = radiation therapy; ADT = androgen-deprivation therapy; IQR = interquartile range; PSA = 

prostate-specific antigen; ng/mL = nanograms per milliliter. 
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Table S5. Patient baseline characteristics by predictive model group in NRG/RTOG 9408.  

 

IQR = interquartile range; PSA = prostate-specific antigen; ng/mL = nanograms per milliliter. 
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DM = distant metastasis; PCSM = prostate cancer-specific mortality; RT = radiation therapy; ST-

ADT = short-term androgen-deprivation therapy; sHR = subdistribution hazard ratio; CI = 

confidence interval. 
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Table S6. Prognostic evaluation of the predictive model in NRG/RTOG 9408 

 

DM = distant metastasis; PCSM = prostate cancer-specific mortality; RT = radiation therapy; ST-

ADT = short-term androgen-deprivation therapy; sHR = subdistribution hazard ratio; CI = 

confidence interval; N = number of patients. 
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