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Survey of methods and statistical models used in
the analysis of occupational cohort studies

Peter W Callas, Harris Pastides, David W Hosmer

Abstract

Objectives—This survey was conducted
to determine the frequency with which
different data analysis techniques are
being used in occupational cohort stud-
ies. Of particular interest was the relative
use of external and internal comparison
groups, and the choice of multivariable
model.

Methods—Occupational cohort studies
published in 1990-91 were located with
Medline and Index Medicus, and the con-
tents of several relevant journals were
systematically reviewed. Each study was
categorised by the methods of external or
internal comparisons performed.
Results—Of 200 occupational cohort
studies identified, 104 (52%) conducted
only external comparisons, 46 (23%) con-
ducted only internal, and 50 (25%) pre-
sented both. Of those that used an
external referent population, about two
thirds used a national standard. 40 of the
studies that performed internal compar-
isons fitted multivariable models, with
use divided about equally between pro-
portional hazards regression, Poisson
regression, and logistic regression.
Discussion—The finding that logistic
regression is used quite commonly, even
though it does not directly model time
dependent data of the type frequently
encountered in occupational cohort
studies, was suprising. The reasons why
investigators choose from among the
available statistical and modelling
techniques are likely to include familiar-
ity, ease of use, restrictions in study
population characteristics, especially
study size, and others. Authors should be
encouraged to be more explicit about the
statistical methods used in the analysis of
occupational cohort studies, as well as
whether important assumptions about
their data have been evaluated.

(Occup Environ Med 1994;51:649-655)
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Occupational cohort studies use the same
basic design intrinsic to all epidemiological
cohort studies: a group of subjects free from
the outcome of interest is followed over time,
and the rates at which the outcome develops
are compared for cohort members possessing

- various levels of risk characteristics."To a cer-

tain extent, however, the analytical
approaches to occupational and non-occupa-
tional cohort research have evolved somewhat
differently. Non-occupational cohort studies
(such as the Framingham heart study')
involve an internal comparison of disease
rates among the exposed and unexposed sub-
jects, whereas estimation of risk in the occu-
pational setting has traditionally been relative
to groups external to the study, comparing the
rate of outcome of cohort members to, say,
the rates in a national or regional population.

As is widely recognised, there can be prob-
lems in relying only on external comparisons.?
Standardised morbidity or mortality ratios
(SMRs) are computed by comparing the
observed number of deaths, or other outcome
of interest, in the cohort with the number
expected based on national or other popula-
tion rates. Usually the source of standard rates
for an SMR is external to the cohort, although
occasionally an internal source is used. In this
paper the standard is assumed to be external
except where otherwise stated.

Age and sex differences between the cohort
and the standard population are accounted
for in construction of the SMR, but most
other demographic, social, and economic
potential confounders are not. Also, workers
in general are healthier than the population as
a whole®*; however, the degree of bias from
this healthy worker effect is usually not
estimable with any certainty. Also, SMRs for
different cohorts are not strictly comparable
with each other, with the amount of bias
dependent on the magnitude of differences in
the age structures of the cohorts.’

Internal comparisons are the comparison of
risks between cohort members with different
levels of exposure. Although the precision of
internally derived relative risks is generally
lower than SMRs based on external standard
rates, the validity is usually higher, which is
almost always the more important considera-
tion.® Hence, the use of an internal compari-
son group is often the preferable method.

Due to the complex nature of most
relations between risk factors and disease
some account for the effects of various co-
variates is extremely important in the correct
interpretation of the study results. Recent
advances in computer software have resulted
in multivariable “modelling becoming a
standard method for adjustment of con-
founders in epidemiological research. Three
statistical methods commonly used in analysis
of cohort data are proportional hazards
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regression,’’ Poisson regression,®° and logistic
regression. '°

The proportional hazards model is gener-
ally considered to be the method of choice for
data with varying follow up time, but may be
too complex and expensive to use easily.!
Poisson regression will often give results very
similar to those of proportional hazards
regression, and in general uses much less
computer time to fit, but software data setup
requirements can be a problem.'? Logistic
regression is less well suited than the other
two for cohort data because it does not inher-
ently account for possible different lengths of
follow up for each cohort member or for
changes in values of variables (such as age or
cumulative exposure) over time. Nevertheless,
it is often used in cohort study analysis
because in most situations it is easier and less
expensive than the proportional hazards or
Poisson models.

There seems to be increasing use of internal
comparisons and statistical modelling in
analysis of occupational cohort data. The sur-
vey reported in this paper was undertaken to
assess the relative frequencies with which
external and internal control groups are used
in occupational cohort studies, and to exam-
ine choice of model in studies that use muiti-
variable internal comparisons. To determine
the extent to which different analytical tech-
niques are being used for such data, we have
reviewed occupational cohort studies pub-
lished over a recent two year span.

Methods

A systematic search was conducted to identify
occupational cohort studies published in 1990
and 1991. Published studies from these years
were identified through a computerised
Medline search, a review of Index Medicus,
and a review of contents of journals likely to
publish occupational cohort studies, including
the seven journals with the largest number of
such studies listed in the Medline search (Br ¥
Ind Med, Am § Ind Med, Scand ¥ Work
Environ Health, ¥ Occup Med, Int Arch Occup
Environ Health, Arch Environ Health, and Am
¥ Epidemiol). The search was limited to papers
published in English.

A study was classified as occupational in
nature if it primarily evaluated an occupation-
ally acquired exposure. Thus, included was an
investigation that examined the association
between occupation in general and mortality,
with the cohort consisting of all “economically
active men in Denmark aged 20-64 years by
November 9th 1970,”'* whereas a study that
for convenience used an occupational cohort
(employees of three pharmaceutical compa-
nies in Basel, Switzerland) but examined non-
occupational  exposures (plasma con-
centrations of vitamins A, C, E, and carotene v
cancer mortality)'* was excluded.

Cohort studies were defined as those in
which subjects were classified by their risks
and then followed up over time to determine
an outcome. Follow up could be either
prospective or historical. Because the focus
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was on cohort methods of analysis, reports
that analysed only nested case-control studies
were excluded, as were those that computed
only proportionate mortality ratios or used
only matched subjects (such as twins).

In cohort studies, the outcome can be
either time to occurrence of an event or just
presence or absence of the event itself.
Outcomes of interest in this review were one
time events such as overall or cause specific
mortality, cancer incidence, development of
coronary heart disease, infection with human
immunodeficiency virus, adverse pregnancy
outcome, disability, etc. Some investigations
concerning outcomes that could occur more
than once—for example, back injury resulting
in lost work time'>—were included if the
analysis concentrated on the first time the
event occurred or if the outcome was defined
as ever or never. Studies of only continuous
physiological outcomes, such as measures of
respiratory function, were not included.

Studies were first categorised into broad
groups based on whether they used an exter-
nal or internal comparison group, or both, in
the analysis. The next step was to classify
studies by the methods of external or internal
comparison that were performed.

Sometimes the comparison group was not
easily categorised as external or internal. In
these situations we used a certain degree of
judgement. We defined internal controls as
non-exposed (or low exposure) subjects with
generally similar levels of record review, inter-
views, measurement of potential confounders,
etc, as were available for the exposed cohort.
Thus, in a study of respiratory disease among
workers in a cement factory in Aalborg,
Denmark,'® the comparison group of a sample
of other Aalborg residents who did not work
in cement factories was considered internal,
because these people were also surveyed for
smoking, lung function, and other relevant
factors.

Standardised rate ratios (SRRs) are used to
make internal comparisons between subgroups
of the cohort, with direct adjustment of the
rates with the entire cohort as the standard
population. Unlike SMRs, for SRRs direct
comparisons can validly be made between
cohort members; therefore, studies with SRRs
were classified as internal comparisons.

In instances where the same cohort
appeared in more than one published paper,
each report was counted separately. Usually,
different risk factors or outcomes were being
examined. Sometimes one publication
reported on the full cohort whereas another
focused on only a subset. In one instance sep-
arate analysis of two different cohorts
appeared in the same paper.!” These were
counted as distinct studies.

Classification of the type of analysis used
was generally based on what was stated in the
methods section of a paper, although exami-
nation of the results often helped clarify
exactly what was done. Sometimes a study
was classified by the use of a particular analyt-
ical method even though the paper did not
directly name it. This was usually because of
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Table 1 Journals that published occupational cohort studies in 1990-91
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tIncludes Poisson regression with external standard population.

either differences in terminology (a study that
reported results as standardised incidence
ratios would be classified under SMR) or use
that could be inferred. In one report, for
example, directly age adjusted mortality rates
were computed and compared for subgroups
of a cohort with the person-year distribution
of the entire cohort as the standard.!® We clas-
sified this as a standardised rate ratio analysis
even though it was not stated as such in the
paper. (SMRs were also computed in this
study.)

Results

A total of 200 occupational cohort studies
published in 1990-91 were identified. Of
these, 104 (52%) conducted only external
comparisons, 46 (23%) conducted only inter-
nal, and 50 (25%) conducted both. Table 1
lists the journals in which the studies were
published, along with a breakdown of the
number of studies that used internal compar-
isons and number that used multivariable
modelling.

All 154 studies that used an external refer-
ence group computed standardised morbidity
or mortality ratios. Table 2 shows the sources
of the rates of a standard population used in
these studies. Over half used only a national
standard, and another 15% used national and

state or regional rates. Thirteen studies from
Scandinavian countries took advantage of
linkages between occupational information in
their census records and cancer registry and
mortality data to get reference rates specific to
employed people, which helps mitigate the
healthy worker effect.

Besides the factors adjusted through stan-
dardisation (generally age, sex, and year), 14
of the studies that computed SMRs presented
additional external analyses that controlled for
other potential confounders. These studies
used an SMR type of Poisson regression, in
which the rates of the external standard popu-
lation were incorporated into the model as the
baseline, rather than having the baseline rates
estimated from the cohort as is typical in the

Table 2 Standard populations used in SMR analyses
Standard popularion

Studies (n (%))

National only 82 (53-2)
State or province only 11 (7-1)
Regional or county only 16 (10-4)
National and state 10 (6'5)
National and regional 12 (7-8)
National, state, and regional 2(1-3)
Employed persons only in country or 13 (84)
region

Other 6 (3-9)
Not explicitly stated 2(1-3)
Total 154 (100)
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Table 3 Types of internal comparisons performed

Internal method of comparison Studies (n)
Multivariable modeling:
Proportional hazards 11
Poisson regression 13
Logistic regression 13
Proportional hazards and Poisson 1
Proportional hazards and logistic 2
Life table analysis 2
Stratified or adjusted relative risk 11
Unadjusted relative risk 9
Nested case-control 10
Matched cohort analysis 1
Standardised rate ratios 8
Standardised mortality ratios with 9
internal standard population
Descriptive comparisons only 6
Total 96

Poisson regression modelling with only inter-
nal comparisons.

One investigation which used an external
reference population computed both SMRs
and an additive measure based on the differ-
ence between the observed and expected
numbers used to calculate the SMRs."

Table 3 presents the types of analysis per-
formed in the 96 studies that used internal
comparisons. The listings are mutually exclu-
sive—that is, each study is counted in the
table only once—if both unadjusted relative
risks and relative risks obtained from Poisson
regression were reported, the study would be
classified under Poisson regression.

Table 3 shows that internal multivariable
modelling was conducted in 40 of the 200
studies (20%). Use of proportional hazards,
Poisson, and logistic regression was divided
about equally among these studies. Although
it was often not explicitly stated, the multi-
plicative forms of the models were apparently
usually used as results were generally pre-
sented as estimates of hazard ratios, rate
ratios, or odds ratios. One investigation used a
linear relative risk model.?® In another study,?'
both multiplicative and additive Poisson mod-
els were tried; because the multiplicative form
had a better fit, only these findings were
shown. The study that performed both pro-
portional hazards and Poisson regression?
also fits the more general Breslow-Storer rela-
tive risk model, which allows for estimation of
whether the independent variables act multi-
plicatively, additively, or otherwise.?? (Also,
non-multiplicative models were examined in
two of the reports that used Poisson regres-
sion with an external standard.?*?%)

Of the studies that used proportional haz-
ards regression, two used parametric forms of
the baseline hazard—one Weibull?® and one
Gompertz.?” The rest apparently treated the
baseline hazard non-parametrically, with the
technique originally described by Cox.” Four
of the papers that used the proportional haz-
ards model were actually different analyses of
the same cohort.?-3!

In three of the studies that performed logis-
tic regression,*?->* the unit of observation was
a person-time interval rather than an individ-
ual subject, which is the usual method. With
person-time units elements of time can be
incorporated into the logistic model. This
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approach is discussed further in the discussion
section.

It is of interest to note that, of the studies
that conducted internal comparisons through
multivariable modelling, 14 (35%) also com-
puted SMRs. In some instances, the external
comparisons were actually the main focus of
the analysis, with modelling performed only to
specifically examine one aspect of the study.

Table 3 shows investigations that used
nested case-control or matched cohort analy-
sis as the only methods of internal compar-
isons, but analyses of SMRs were also used in
these studies.

Nine studies that computed SMRs used an
internal group as the source of the standard
rates. For example, in a report by Tsai et al*
the expected number of events that occurred
among chemical workers exposed to
epichlorohydrin were based on outcome rates
of workers at the same plants who were not
exposed to this chemical. Such studies are
listed as internal SMR studies (table 3).
(These should be distinguished from ones
that simply compared, say, nationally stan-
dardised SMRs for different subgroups of the
cohort, which were not considered to be inter-
nal comparisons.)

Discussion

Although many of the papers we reviewed
were relatively clear in their statement of
methods used, quite a few lacked important
methodological details, including the number
of subjects in the cohort, the length of follow
up, and the source of standard population
used in the computation of SMRs.
Assumptions underlying the statistical tech-
niques used were most often not stated, nor
was there usually any mention of whether
these assumptions were checked. Also, studies
would occasionally report that an analytical
method was used, but never present the
accompanying results.

The main conclusions of this survey are:
that SMRs continue to dominate as-the princi-
pal analytical tool in occupational cohort
studies; and that no predominant choice for
multivariable modelling has emerged from
among the alternatives.

USE OF SMRS

We found that over 75% of occupational
cohort studies published in 1990-91 reported
SMRs, and about half reported only SMRs.
Furthermore, most studies that performed
some type of internal comparisons also pre-
sented SMRs. This is similar to a small survey
of 20 occupational cohort studies of cancer
that were published in 1982 in Am ¥
Epidemiol, Br ¥ Ind Med, and § Occup Med.
Saracci and Johnson?® found that 19 of the 20
used the SMR as the primary analytical tech-
nique for the control of time dependent vari-
ables such as age.

There are undoubtedly several reasons for
the continued predilection for SMR analyses.
Sometimes, because of the data source, exter-
nal comparisons are the only possibility. In an
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investigation of mortality among newspaper
printers exposed to low levels of lead, records
of the New York Typographical Union No 6
were used to identify all male members
employed at two New York City newspa-
pers.’” The SMRs were computed to compare
the mortality experience of the cohort to that
of the entire New York City male population
because data for differentiating level of expo-
sure among the printers were unavailable. On
the other hand, some studies that have quanti-
tative or qualitative exposure estimates, or
have an unexposed comparison group, still
compute SMRs exclusively. The reasons the
available data were not used more fully were
usually not stated. One possible reason is
small study size that would adversely affect
analyses with internal comparison groups. For
example; in an historical cohort study of cancer
mortality in laboratory workers, Belli ez al had
access to a non-exposed group who worked in
the same building, yet only SMRs were pre-
sented.”® This was most likely because just
eight deaths from cancer occurred among the
345 non-exposed workers over a 30 year fol-
low up period.

Another reason for continued use of SMRs
is likely to be the greater effort required to
assemble the required information from a
comparison group, even when such a group

might be available. For example, a study of '

German workers exposed to dioxin specifi-
cally mentioned that they did not use an inter-
nal control group because it would be very
time consuming and difficult to assemble and
follow up an unexposed cohort (especially
given the laws on access to data in Germany),
and because national death rates are a more
stable source of comparison data.*

We suspect that another reason, however,
is the comfort level that investigators, and per-
haps readers, of occupational studies have
with SMRs. This will possibly change as mod-
elling techniques become more widely taught
and subsequently used.

Relating to the choice of comparison popu-
lations.in SMR studies, we found that most
studies that used SMR analyses used national
rates for computing the expected number of
events in the cohort. This should not be sur-
prising given the generally greater availability
of national vital statistics coupled with the fact
that a large population will have more stable
rates than a smaller one. Yet a national popu-
lation is usually less representative of the pop-
ulation from which the cohort was derived in
terms of the prevalence of exposure to a wide
range of potentially confounding variables. In
recognition of this, three investigations that
used all of England and Wales as the standard
population used “correction factors” to adjust
for the known differences between rates in the
local areas that the workers.were from and the
rates for the entire country.*42

A disadvantage of a very small comparison
area, such as-a region closely surrounding a
factory under study, is that the cohort itself
could make up a sizable proportion of the
standard population, which would bias the
SMRs toward 100. Also, the usual test of sig-
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nificance for SMRs is based on the assump-
tions that the observed number of events fol-
low a Poisson distribution and the rates in the
standard population are fixed.!" This assump-
tion may be violated when a small group is
used as the source of standard rates, although
there are alternative tests available.

A few of the studies that computed SMRs
adjusted for multiple confounders through
Poisson regression, with the external popula-
tion used as the source of the baseline rates in
the model. For discussions of the SMR
Poisson model, see Breslow*® and Frome ez
al.** Such an approach is also possible with
the proportional hazards model,’® but we
found no instances of this.

USE OF MODELLING

When internal comparisons were performed
with regression modelling, proportional haz-
ards and Poisson regression were found to be
used about equally. These two models give
very similar results in most circumstances,’!!
so choice between them is probably based on
familiarity and ease of use in a given situation,
as well as the availability of computer soft-
ware.

Quite surprisingly, logistic regression was
used as frequently as the proportional hazards
and Poisson models, even though it does not
directly model follow up time. It has been
shown that the results from the logistic model
will closely approximate those from the pro-
portional hazards model when follow up time
is short, the outcome is rare, the relative risks
associated with the independent variables in
the model are not large, and the underlying
hazard rate is constant.** Unfortunately, the
degree of divergence when these conditions
are not met has not been well studied.

Three studies fit the logistic model with
data in the form of person-time intervals
rather than in the usual person format. This
approach is accomplished by dividing the fol-
low up period into intervals, and the number
of subjects at risk and outcome events in each
interval are counted and summed across
intervals. The logistic model is applied to the
summed data. By doing this, between subject
differences in follow up time can be incorpo-
rated into the analysis by subjects who only
contributed person-time information to the
data for as long as they are under observation,
and within subject variations in covariate val-
ues over time can be accounted for by the val-
ues of variables for an individual being
allowed to change from one person-time
interval to the next. Use of person-time at risk

. data is essentially the method suggested as a

way to use logistic software to estimate
Poisson regression® and is very similar to sev-
eral modified versions of logistic regression
that have been introduced for analysis of .
cohort data.*5-% As software for Poisson
regression has become more widely available,
there is probably little advantage in a logistic
approach.”

FUTURE OF OCCUPATIONAL COHORT ANALYSES
For the reasons given above, the continued
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use of SMR analyses in occupational cohort
studies seems certain. This implies that the
associated problems of potential selection
bias, including the healthy worker effect, and
potential confounding will need to be rectified
by the use of adjunct techniques such as strat-
ification. What is less clear is whether investi-
gators will, or should, continue to calculate
SMRs in situations where multivariable
modelling or other internal comparisons are
possible.

A related question is whether the choice of
the multivariable model will become more
standardised in the future. The key to the
answer probably lies in whether we shall gain a
fuller understanding of the relative perfor-
mance of the proportional hazards, Poisson,
and logistic models as applied in the analysis
of cohort data. Although the underlying theo-
retical interrelations between these three
models are well known,’ this has not always
led to clear decisions for selecting which to
use in practice. They can often give different
results when applied to the same set of data.!!
Specific areas that need to be considered
include the relative performance with respect
to the following: statistical criteria for accu-
racy of model parameters such as bias and
mean squared error under varying situa-
tions—for example, when outcomes are com-
mon or rare, when follow up is long or short,
etc; precision (width of the estimated confi-
dence intervals); efficiency under situations of
modest study size and when data are thinly
distributed; and others. We are conducting
some work in this area, which may help to
develop specific recommendations.

Models other than the multiplicative pro-
portional hazards, Poisson, and logistic tech-
niques were found to be rarely used in
analysis of occupational cohort data. This is
probably due to lack of familiarity, lack of
software, and difficulties in epidemiological
interpretation of model coefficients. As these
difficulties are overcome we may see more use
of different models such as additive; more
general models that include multiplicative as a
special case, such as those proposed by
Breslow and Storer?® and Moolgavkar and
Venzon*®; and models hypothesised for spe-
cific biological pathways, such as the
Armitage-Doll multistage model of carcino-
genesis.>® ¢

Finally, a recommendation that can confi-
dently be made is for improvement in the
reporting of methods and issues related to
analysis in occupational studies. Peer review-
ers and journal editors should require a full
report of the techniques used, as well as any
important assumptions about the data.
Greenland has made a similar recommenda-
tion.®! There continues to be deficiency in the
provision of relevant details that would help
readers to interpret authors’ conclusions in
fuller light of the statistical tools used.
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