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Figure 7: SRN (No PFC) model: A more standard type of SRN network without the PFC or other hidden layers. The
SRN Context layer is a copy of a single Hidden processing layer that has the same number of total units as those in all
the Hidden and PFC layers of the full PFC model.

SRN-PFC

The simple recurrent network (SRN) architecture [6] is perhaps the most widely used mechanism in cog-
nitive models for simulating the maintenance of contextual information for temporally extended tasks. The
SRN uses a context layer that is updated from an associated hidden layer in an alternating, out-of-phase
manner. That is, after a trial of processing, the hidden layer activations are copied to the context layer,
which provides input to the hidden layer on the next trial. In this way, processing on the next trial can be
contextualized by information present on the previous trial. We have noted that this regular context updating
represents a simple form of a gating mechanism, where gating occurs on every trial [7]. To determine how
effective this form of gating is compared to the adaptive gating provided by the AG unit, the SRN-PFC
model provides an SRN context layer for the PFC layer (Figure 6).

SRN (No PFC)

The SRN architecture is usually implemented so that the SRN context layer copies a single hidden layer. In
many respects, the SRN context layer can be considered as a simple version of the PFC layer in the original
full PFC model. Therefore, we tested a more standard SRN architecture with a single Hidden layer having
the same number of units present in all the hidden and PFC layers in the original full PFC model (145 units),
and an SRN context layer that copies this Hidden layer (Figure 7). One might consider trying an SRN with
the adaptive gating (AG) mechanism of the full PFC model — given that SRN mechanism provides suitable
robust maintenance abilities, we would argue that this is essentially equivalent to the full PFC model in the
first place. In short, the AG is the most important feature of the full PFC model (as the PFC No Gate model
demonstrated), and the details of the robust maintenance mechanism are less important.

Posterior-Cortex Model and Variations

The final set of architectures consisted of a single large (145 units) hidden layer, representing posterior
cortical areas, mediating the input-output mapping. This represents a standard three-layer architecture as
commonly used in cognitive modeling. In its most basic form, the hidden layer has no capability of main-
tenance whatsoever. We also explored two variations having either self recurrent connectivity (each hidden
unit connected to itself) or full recurrent connectivity (each hidden unit connected to all other hidden units).

Given that generalization is of primary concern in these networks, and that in some cases larger networks


