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abilities mediating the input-output mapping. Variations of this model included some maintenance abilities through
either self (each unit connected to itself) or full (each unit connected to all other units) recurrent connections.
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Figure 9: Stimulus representation for multi-dimensional stimuli. There were five dimensions, which are thought to
correspond to things like size, color, shape, etc. Each dimension had four feature levels (e.g., small, medium, large,
XL for the size dimension). For the naming feature (NF) task, the network would output the name of the feature along
one of the five dimensions (e.g., responding 2 (medium) for the A (size) dimension).

have been shown to generalize worse than smaller ones (i.e., due to overfitting from too many degrees of
freedom), one might want to also see results from networks with smaller hidden layers. These networks
were run and performed worse than those with larger hidden layers. This is consistent with the fact that the
present task is completely deterministic and has no opportunities for overfitting to represent noise. In such
conditions, larger networks are better because the larger sample of hidden unit activities reduces the chances
that the idiosyncrasies of individual units dominate the overall responding (i.e., a law of large numbers
effect). See [8] for further discussion, results, and analysis.

Training and Testing

Task Descriptions

All models were trained on four types of tasks, with each task type having instructed and uninstructed ver-
sions, for a total of eight different task conditions. Each task involved performing a simple operation on one
or two multi-featured stimulus inputs (Figure 9), such as naming one stimulus feature (NF), matching fea-
tures across two stimuli (MF), and comparing the relative magnitude of features across two stimuli (smaller,
SF or larger, LF). Each stimulus was composed by selecting one of four feature values along five different
dimensions, which we think of as corresponding to simple perceptual dimensions such as number, size,


