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SUMMARY
Humans exhibit sex differences in the prevalence of many neurodevelopmental disorders and neurodegen-
erative diseases. Here, we generated one of the largest multi-brain-region bulk transcriptional datasets for
the rhesusmacaque and characterized sex-biased gene expression patterns to investigate the translatability
of this species for sex-biased neurological conditions. We identify patterns similar to those in humans, which
are associated with overlapping regulatory mechanisms, biological processes, and genes implicated in sex-
biased human disorders, including autism. We also show that sex-biased genes exhibit greater genetic vari-
ance for expression and more tissue-specific expression patterns, which may facilitate rapid evolution of
sex-biased genes. Our findings provide insights into the biological mechanisms underlying sex-biased dis-
ease and support the rhesus macaque model for the translational study of these conditions.
INTRODUCTION

Humans exhibit sex/gender differences in prevalence, presen-

tation, and progression of many psychiatric, neurodevelop-

mental, and neurodegenerative conditions. For example,

depression1 and Alzheimer’s disease (AD)2 are more prevalent

in females, whereas attention-deficit/hyperactivity disorder

(ADHD),3 autism spectrum disorders (ASDs),4 and Parkinson’s

disease5 occur more often in males. Although gender biases in
Cell Genomics 4, 100589,
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the applicability of diagnostic criteria contribute to these dif-

ferences,6 neurobiological sex differences are likely to play a

role since (1) multiple diagnostically distinct disorders show

the same sex bias during the same developmental window

(e.g., male-biased early-onset neurodevelopmental disorders),

and (2) sex-biased disorders tend to emerge during dynamic

neurodevelopmental periods that involve changes to sex

hormone concentrations (e.g., adolescence, menopause).7,8

Studies of postmortem human brains have highlighted
July 10, 2024 ª 2024 The Authors. Published by Elsevier Inc. 1
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Figure 1. Experimental design and global expression patterns

(A) Fifteen brain regions sampled in the current study. Top = lateral view. Bottom = medial view. Some structures are internal and cannot be viewed from the

planes depicted.

(B) Uniform manifold approximation and projection (UMAP) plot of expression data. Each point represents one sample (n = 527). Colors indicate region and

shapes indicate sex (see legend).

(C) Violin plots with overlaid boxplots of variance proportions for each gene and variable from variance partitioning analysis. Boxplots indicate the median (black

horizontal line), first and third quartiles (i.e., interquartile range [IQR]; lower and upper hinges), and ranges extending from each to 1.5 3 IQR beyond each hinge

(whiskers). Points represent individual genes that are outliers (i.e., beyond whiskers), and their shape indicates the chromosomal location (autosome = d, X

chromosome = ✕, Y chromosome = *).
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molecular mechanisms that may underlie such differences:

many genes associated with sex-biased neurological condi-

tions are also expressed at different levels in healthy male

and female brains.9–17

However, our understanding of the proximate and evolu-

tionary sources of normative transcriptomic sex differences in

human brains is currently limited due to (1) a dearth of postmor-

tem human brain samples, which tend to be heterogeneous in

terms of co-occurring diseases and processing methods, and

(2) the fact that most work on neurobiological sex differences

has been conducted on laboratory rodents, which are distantly

related to and neuroanatomically distinct from humans. Among

existing animal models, rhesus macaques (Macaca mulatta)

arguably have the greatest potential translatability to humans,

due to their relatively close evolutionary relatedness and overall

similar biology and behavior. Like humans, macaques (1) have

primate-specific prefrontal cortical areas that are implicated in

neurological disorders,18 (2) exhibit complex social behaviors

that are mediated by similar neural circuits,19 and (3) undergo

extended brain development relative to smaller model species

(including, e.g., rodents and marmosets).20 Furthermore, the

wide availability of macaques, combined with our deep knowl-

edge of the species—acquired through over a century of cumu-

lative biological and behavioral study—provide rich context for

comparison.

Additional aspects of translatability—including the extent to

which model species exhibit human-like brain sex differ-

ences—have yet to be tested. This represents a critical knowl-

edge gap, since many species are likely to show non-human-

like patterns due to species-specific evolutionary mechanisms

(e.g., mate choice, mate competition, and parental care)21 that

determine sex-biased behaviors and neurobiology. This may

be particularly relevant to transcriptomes, since (1) sex-biased

gene expression patterns tend to be species specific22 and (2)

sex-biased genes evolve faster than non-sex-biased genes

(in terms of changes to coding sequences and expression
2 Cell Genomics 4, 100589, July 10, 2024
levels).23–29 Previous transcriptomic studies of rhesus macaque

brains did not focus on sex differences and/or had limited sam-

pling of individuals.30–34 Accordingly, we have little to no under-

standing of how sex-biased brain gene expression patterns in

macaques compare to those in humans or of the evolutionary

mechanisms that may have contributed to these differences.

These gaps impede our understanding of the utility of the rhesus

macaque model and our ability to develop therapies for sex-

biased brain disorders in humans.

To address this, we generated one of the largest nonhuman pri-

mate brain transcriptional datasets (n = 527 samples) and quanti-

fied sex differences in gene expression across 15 brain regions

(Figure 1A; Table S1) from 36 free-ranging adults (20 females,

16males, identified using chromosomal and phenotypic sex; Fig-

ure S1; Table S2; see STAR Methods). This substantial sample

size allowed us to characterize patterns of sex-biased gene

expression across the rhesus macaque brain, link these patterns

to human sex differences in the brain and disease, and illuminate

evolutionary mechanisms underlying these patterns.

RESULTS

Sex-biased gene expression is largely shared across
macaque brain regions
We first quantified the drivers of global gene expression variation

across all 527 samples for 12,672 expressed genes in 15 regions

(Figure 1; Tables S1 and S2; STAR Methods). As expected, the

primary driver of variance in macaque brain gene expression

was the sampled brain region (mean = 36.12%; Figures 1B and

1C; Table S3), reflecting regional differences in cell composition,

developmental origin, and function. Indeed, regions in topo-

graphical proximity and with functional overlap exhibited more

similar transcriptional profiles (Figures 1B, S2, and S3). Demo-

graphic and behavioral factors explained much less variation in

the expression of individual genes across the brain (means:

sex = 0.50%, dominance rank = 0.41%, age = 0.49%; Figure 1C;
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Figure 2. Regional and chromosomal distributions of sex-biased genes in macaque brains

(A) Correlation plot for pre-mashr sex effect sizes (from EMMREML) across regions (Spearman’s ⍴). Teal = positive correlation, brown = negative correlation, size

of square indicates strength of correlation. Of these interregional correlations, 77 are significantly positive, 23 are significantly negative, and are five not significant

(p > 0.05).

(B) Volcano plot of sex-biased X chromosome genes. Each point = one gene; minimum LFSR (x axis) andmaximum b (y axis) across regions are shown; point size

is proportional to the # of regions in which the gene is sex biased (LFSR < 0.05); positive b = male biased, negative b = female biased.

(C) As in (B) for sex-biased autosomal genes.

(D) Bar chart of the number of sex-biased genes (LFSR < 0.05) shared across different numbers of regions identified by our primary mashr analyses.

(E) Proportions of genes on each chromosome that are not biased in any region (gray), female biased in at least one region (purple), or male biased in at least one

region (yellow). The sex chromosomes are enriched for sex-biased genes (Fisher’s exact tests: p < 0.05).

(F) Violin plots of sex effect sizes (mashr b) for sex-biased autosomal versus X chromosome genes.
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Tables S3 and S4; see Chiou et al.35 for our analysis of age ef-

fects). Sex explained significantly more variance for genes

located on sex chromosomes compared to autosomal genes

(overall brainmeans: Y chromosome=92.74%, Xchromosome=

1.16%, autosomes = 0.41%; Tukey’s honestly significant differ-

ence [HSD] adjusted p [padj] < 0.001; Figure 1C; Table S3).

Next, we estimated sex biases in gene expression (within each

brain region) using linear mixed models controlling for age, domi-

nance rank, technical covariates, and genetic relatedness (see

STAR Methods). 36 Sex effects were largely similar across brain

regions (73% of regional pairwise correlations were significant

and positive) (Figures 2A and S4; Table S5), such that genes

more highly expressed in females in one region tended to also

be more highly expressed in females in all other regions. This is

consistent with observations of shared sex effects across other

tissues in multiple species and suggests shared gene regulation

across functionally and cellularly distinct tissues.22 Sex effects

weremost similar among brain areas involved in macaque social-

ity (dorsal prefrontal cortex [PFC], anterior cingulate gyrus [ACCg],

caudate nucleus [CN], and superior temporal sulcus [STS])37,38

(Figure 2A; Table S5), which may reflect evolved sex differences

in social group size and dominance hierarchy dynamics.39
We then implemented joint multivariate analysis across regions

to increase power, improve precision of our sex effect estimates,

and estimate local false sign rates (LFSRs).40 LFSRs quantify our

confidence in the direction of effect estimates, while less conser-

vative local false discovery rates (LFDRs) measure the confidence

that the effect is non-zero.40 In total, 4.4% (561 out of 12,672) of

genes expressed in the brain were differentially expressed be-

tween males and females (LFSR < 0.05) in at least one region

(Figures 2B, 2C, and 2D; Table S6), similar to human studies

(average across eight overlapping brain tissues = 6.5%).10 Most

sex-biased genes were biased same direction in most regions

(66.8% were biased in at least eight out of 15 tissues; Figure 2D).

Of the identified sex-biased genes, 7.1% were located on the X

chromosome, 1.6% on the Y chromosome, and 91.3% on auto-

somes (Figure 2E; chromosomal enrichment analyses are below).

Female-biased X chromosome genes exhibited larger sex effects

(n = 22 genes;mean jbj = 0.32) than eithermale-biased X chromo-

some genes (n = 18;mean jbj = 0.15; Tukey’s HSD padj < 0.001) or

sex-biased autosomal genes (female, n = 218, mean jbj = 0.14,

padj < 0.001; male, n = 294, mean jbj = 0.11, padj < 0.001) (Fig-

ure 2F), which is likely to reflect escape fromX chromosome inac-

tivation (XCI). All female-biased X-linked genes that we identified
Cell Genomics 4, 100589, July 10, 2024 3



Figure 3. Comparisons of sex-biased gene expression patterns, cell types, and biological processes in macaque and human brains

(A) Scatterplots of estimated sex effects (mashr b) for all one-to-one orthologous genes (excluding the Y chromosome) in humans (GTEx) versus rhesusmacaques

(this study) (circles = autosomal genes; triangles = X chromosome genes). Green points represent genes with concordant sex bias (mashr b) across species, while

red points represent discordance. Significant correlations (Spearman’s ⍴; p < 0.05) are in bold.

(B) Pie charts showing the proportions of geneswith (1) conserved sex bias (padj < 0.05 for sex in LMMs andmashr bs estimated in the concordant direction in both

species; see STARMethods); (2) ‘‘weakly’’ conserved sex bias (padj < 0.05 for sex in LMMs but inconsistent mashr bs); (3) sex bias in one species only (padj > 0.05

for sex in LMMs andmashr LFSR < 0.05 in one species only); or (4) no sex bias. No genes were identified as having statistically significant divergent sex bias (both

mashr LFSRs < 0.05 but mashr bs in opposite directions). Note that we did not detect any genes with human-specific female-bias in the dorsomedial prefrontal

cortex (dmPFC) or ventromedial hypothalamus (VMH) (no percentages are shown for these sets).

(C) Examples of conserved sex-biased genes in humans and macaques. Boxplots show covariate-adjusted expression levels for each sex within each species.

Genes depicted include ZRSR2 in the amygdala (female biased, undergoes XCI escape), GABRQ in the hypothalamus (male biased, associated with ASD),

CHI3L1 in the prefrontal cortex (female biased, associated with schizophrenia), and CALB1 (male biased, associated with epilepsy).

(D) Boxplots show estimated relative cell-type proportions (i.e., SPVs from BRETIGEA, see STAR Methods) within each sex for macaques (top) and humans

(bottom) for each of six brain cell types. Significant sex differences are indicated with an asterisk (*) (t test: *p < 0.05).

(E) g:Profiler enrichment results for genes with conserved female-biased expression in humans and macaques. Top three terms (with lowest padj < 0.05 [adjusted

using default g:SCS], shown on the x axis) are shown for biological processes (GO:BP), cellular compartments (GO:CC), and human phenotypes (HP).

(F) As in (E) for conserved male-biased genes.
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in macaques are known XCI escapees in humans,10 which may

suggest some level of conserved XCI escape across species.

Many human XCI escapees were not sex biased in our dataset,

which may reflect cross-species and within-species cross-tissue

variation in XCI escape.41 Notably, some other model organisms,

includingmice, exhibit a relatively low rate of XCI escape,42 which

may further limit their translatability for sex-linked human

conditions.

Sex-biased brain gene expression is similar in rhesus
macaques and humans
To investigate whether humans and rhesus macaques exhibit

similar sex differences in brain gene expression, we first

compared estimated sex effects from this study (described

above) to those from an analysis of the human GTEx data (V8)

for eight overlapping brain regions (controlling for age and tech-

nical effects; see STAR Methods) (Table S6). Similar to our find-

ings in macaques, sex explained 0.49% of the variation in gene
4 Cell Genomics 4, 100589, July 10, 2024
expression on average across the human GTEx brain samples.

Three genes were located on the X chromosome of one species

and on an autosome of the other, and, for these genes, location

on the X chromosome was associated with greater female-

biased expression in that species (X chromosome inmacaques =

HNRNPA1, in humans = HMGB3, SLC25A6) (Table S6). We

found that transcriptome-wide sex effects were similar across

species in each region (Figure 3A), since estimated sex differ-

ences in gene expression (mashr bs) were positively and signifi-

cantly correlated with each other across all one-to-one ortho-

logs, with stronger concordance for sex chromosome genes

(autosomal genes, n = 8,240, r = 0.03–0.18 [mean = 0.10]; X

chromosome genes, n = 286, r = 0.22–0.38 [0.32]; non-Y chro-

mosome genes, n = 8,529, r = 0.04–0.19 [0.11]; all padj < 0.05)

(Figures 3Aand S5; Tables S6 and S7). The magnitude of tran-

scriptome-wide sharing of sex effects between human and ma-

caque brains approached the values reported in previous

studies of other tissues and species (e.g., for orthologous
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autosomal genes in the spleens of pheasants and peafowls,

which diverged �30 million years ago [mya], r � 0.2).25 Correla-

tions are higher for cross-species comparisons of gonadal tissue

(e.g., pheasants vs. peafowls, r = 0.7)25 and whole bodies (e.g.,

among seven Drosophila species that diverged �50 mya, r =

0.5),43 and also for cross-tissue comparisons within the same

species (humans, average r between brain tissues and all tis-

sues = 0.5).10 We did not detect a relationship between sex

bias and gene homology (e.g., in macaques, sex-biased vs.

not, one-to-one ortholog vs. not; Fisher’s exact test, odds ratio

[OR] = 1.14; p = 0.31).

We also present comparisons of sex effects on human andma-

caque brains using various LFSR cutoffs (Table S7). When these

comparisons were restricted to genes that passed a certain

threshold in both species, this produced very limited gene sets

(Tables S6 and S7). For example, only four autosomal genes

were detected in both species at LFSR < 0.05 (male biased,

GAD1; female biased, EMP3, IGFBP4, and SLC16A7) (Table S6).

This is likely to reflect, in part, the small amount of variance ex-

plained by sex (Figure 1C; Table S4), combined with differences

inpowerbetween thedatasets. Accordingly,weemployedacom-

plementary approach to identify genes with conserved sex bias

across both species using linear mixed models (LMMs).22 We

modeled covariate-adjusted expression levels as a function of

sex (fixed effect) and species (random effect) using an approach

that accounts for between-species differences in sample size

and variability (STAR Methods). We identified conserved genes

(within each brain region) as those with significant sex terms in

the LMMs (padj < 0.05) and mashr bs estimated in the consistent

direction in both species-specific analyses. In total, 51.9%

(5,043 out of 9,724) of expressed one-to-one orthologous genes

exhibited a conserved sex bias in at least one region, most of

which were male biased (male biased, 77.8%, n = 3,922 unique

genes; female biased, 21.9%, n = 1,105; inconsistent bias across

regions, 0.3%, n = 16) (Figures 3B and 3C). This analysis detected

more sex-biased genes than the species-specific analyses in part

due to gains in power from the larger, species-combined sample

size (STAR Methods). We also identified about twice as many

conserved genes compared to Naqvi et al.22 (proportion of genes

conserved = 24%), which is expected given that they examined

more distantly related species (i.e., humans, macaques, dogs,

and rodents) and more differentiated tissues (e.g., brain, skin,

lung). Many species-specific sex-biased genes (i.e., those with

mashr LFSRs < 0.05) were also identified as conserved in the

LMM analysis (macaques, 485 out of 561 sex-biased genes

were one-to-one orthologs, 163 out of 485 [34%] orthologs were

conserved; humans, 164 out of 183, 118 out of 164 [72%]).

Together, these observations suggest that global transcriptomic

sex differences in macaque and human brains are similar in

many ways across both cortical and subcortical brain areas.

Sex-biased brain gene expression in humans and
macaques partially reflects sex differences in microglia
Observed sex differences in gene expression could reflect differ-

ences in cell composition and/or the expression of specific

genes within cell types. To test the contribution of sex differ-

ences in cell-type proportions/states to sex-biased gene expres-

sion in macaque and human brains, we drew on a recent meta-
analysis of human brain cell-type markers.44 For macaques, we

found that female-biased genes (LFSR < 0.05 in any region;

n = 270) were enriched for microglial markers (OR = 2.51;

padj = 0.010; Table S8). We also applied cell-type deconvolution,

which estimates the abundance of different cell types in each

bulk sample based on the expression of marker genes (STAR

Methods). Females exhibited higher estimated proportions

(i.e., surrogate proportion variables [SPVs]) of microglia across

regions (microglia, padj = 0.001; all other cell types, padj > 0.05)

(Figures 3D and S6; Table S9). Similarly, our analysis of the hu-

manGTEx data showed that female-biased geneswere enriched

for microglial markers (OR = 4.607, padj = 0.003) and endothelial

markers (OR = 17.233, padj < 0.001) (Table S8), although sex dif-

ferences in SPVs were only significant for endothelial cells

(padj < 0.001) (Figure 3D; Table S9). These findings are consistent

with (1) previous analyses of the human GTEx data,45 (2) the

presence of a neurodevelopmental gene co-expression module

in postnatal human brains that is enriched for both microglial

markers and female-biased genes (ME3),46 (3) reports of fe-

male-biased microglial proportions in adult humans,47 and (4)

our finding that human-macaque conserved female-biased

genes (LMM padj < 0.05 and mashr b < 0; n = 1,105 genes;

STAR Methods) were enriched for immune-related biological

processes (g:Profiler padj < 0.05) (Figure 3E; Tables S10–S12).

This shared pattern may reflect evolved sex differences in im-

mune surveillance and response due to the need for birthing

people to tolerate an internal, immunologically challenging

pregnancy.48 Furthermore, differences in microglial number,

activation, and maturation during development drive sexual dif-

ferentiation in the brain and are observed across brain disorders

and diseases.49–53 In humans, we also found that male-biased

genes were enriched for neuronal markers (OR = 23.07,

padj < 0.001) (Table S8) and SPVs for neurons were higher in

males (padj = 0.004) (Figure 3D, and Table S9). These results

are consistent with (1) reports of male-biased neuronal propor-

tions in humans54,55 and (2) our finding that human-macaque

conserved male-biased genes (LMM padj < 0.05 and mashr

b > 0; n = 3,922 genes; STARMethods) were enriched for synap-

tic functions (g:Profiler padj < 0.05) (Figure 3F; Tables S10–S12).

This shared pattern may reflect sex differences in average brain

size and synaptic density.56,57 Notably, genes without a

conserved sex bias (n = 4,681) were enriched for very few biolog-

ical processes (Table S12).

To identify sex-biased gene expression patterns that are not

driven by the aforementioned sex differences in cell-type abun-

dances, we estimated sex effects after performing cell-type de-

convolution analysis on the macaque expression data (STAR

Methods; Table S13) and repeated all enrichment analyses

described below using these data. Estimated sex effects tended

to be in the same direction (i.e., male or female biased) whether

cell-type proportions were considered, and, as expected, fewer

sex-biased genes passed our LFSR threshold in this analysis

(25% fewer; n = 422 genes exhibited sex bias in at least one re-

gion) (Figures 4A–4C, S7, and S8).

Many sex-biased genes are regulated by sex hormones
To illuminate the regulatory mechanisms underlying sex-biased

gene expression in macaque brains, and to compare these
Cell Genomics 4, 100589, July 10, 2024 5
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Figure 4. Cell-type-corrected sex-biased gene expression in macaque brains

(A) Scatterplots of sex effects (mashr b) from our unadjusted (primary) analyses (x axis) versus cell-type-corrected analyses (y axis) for each region (dashed line:

intercept = 0, slope = 1). Spearman’s ⍴ values are shown.

(B) Counts of sex-biased genes identified by mashr (LFSR < 0.05) using unadjusted (top) and cell-type-corrected (bottom) expression data. M =male-biased, F =

female-biased.

(C) Stacked bar plots of the number of male- and female-biased genes identified per region in our primary and/or cell-type corrected analyses. M, male biased; F,

female biased.

(D) Bar plots of enrichment results for sex-hormone-related motifs among male-, female-, and sex-biased genes (LFSR < 0.05 in at least one region) identified in

our primary and cell-type corrected analyses. Motifs are listed on the y axis (PR, progesterone; ER⍺, estrogen alpha; AR, androgen) and �log10(p values) from

hypergeometric enrichments are on the x axis.
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mechanisms with those in humans, we identified motifs that

were present within the promoters of sex-biased genes more

often than those of non-biased genes (STAR Methods; Figures

4D and S9D; Tables S14 and S15). The promoters of sex-

biased genes in macaque brains were enriched for estrogen

and androgen binding site motifs after accounting for cell-

type effects (ER⍺, OR = 1.274, p = 0.035; AR half-site, OR =

1.031, p = 0.038) (Figure 4D; Table S15). Separate analyses

of male- and female-biased genes demonstrated associations

with androgen and estrogen binding, respectively (Figure 4D;

Table S15). Although enrichments for sex hormone binding

sites only approached significance in the uncorrected analyses

(ER⍺: OR = 1.192, p = 0.069; Figure 4D), the most highly en-

riched motifs in both analyses were for transcription factors

(TFs) that interact with estrogens (e.g., SP1, which binds to es-

trogen receptor)58 (Table S14). Interestingly, the SF1 motif was
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enriched among sex-biased genes and the SF1 gene exhibited

sex differences in expression in our dataset (cell-type-cor-

rected, motif enrichment p = 0.010, male-biased LFSR < 0.05

in all regions; uncorrected, motif enrichment p = 0.084, male-

biased LFSR < 0.2 in all regions). These results are consistent

with studies of humans, which suggest that sex-biased auto-

somal genes are directly and indirectly modulated by sex hor-

mones.12 Although previous work linked sex-biased expression

in human brains solely with androgen regulation,14 this study

focused on sex-biased splicing patterns and included many

post-menopausal women.14 Many other enriched motifs identi-

fied here also regulate sex-biased gene expression across hu-

man tissues (e.g., estrogens, NRF1, and ELK1)10 and/or have

sex-biased regulatory targeting patterns in humans (e.g.,

MAZ, IRF8, and Nkx2.1).11 These similarities may reflect

some conserved regulatory mechanisms across species and



Figure 5. Sex-biased genes in macaque and human brains are enriched for similar ASD-related gene sets

Enrichment results (odds ratios [ORs] from Fisher’s exact tests) linking ASD-related gene sets to sex-biased genes in human andmacaque brains. ASD risk genes

are from the DISEASES database (DOID: 12849); ASD down- and upregulated gene sets are fromGandal and colleagues,59 Voineagu and colleagues,60 or Gupta

and colleagues.61 Dashed line represents OR = 1. *p < 0.05. For visualization purposes, we limited the y axis to a maximum OR of 10.
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tissues, although we also identified potentially divergent mech-

anisms (i.e., motifs that were enriched among sex-biased

genes in the current dataset but have not been reported in

studies of humans10,11; e.g., ZNF264).

Sex-biased genes are implicated in sex-biased
neurological disorders
Given that sex-biased genes in human brains have been linked

to sex-biased neurological conditions,9–17 we investigated

whether sex-biased genes in macaque brains were similarly en-

riched for disease risk genes. We used three complementary

approaches that differ in their consideration of the relative order

and/or magnitude of per-gene sex effects, namely (1) Fisher’s

exact tests, (2) Kolmogorov-Smirnov (K-S) tests, and (3) gene

set enrichment analysis (GSEA) (see STAR Methods). Fisher’s

exact tests and K-S tests showed that male-biased gene

expression in macaque brains was linked to risk genes for mul-

tiple neurodevelopmental and psychiatric conditions, including

ASD, intellectual disability, schizophrenia, epilepsy, bipolar dis-

order, and ADHD (all padj < 0.05) (Figure 5; Table S16). All three

methods produced similar enrichment scores, although associ-

ations were not significant according to GSEA (Table S16;

Figure S10). Consistent with this, we also found that (1)

male-biased gene expression in the human GTEx data was

associated with risk genes for neurodevelopmental and psychi-

atric conditions across all three enrichment approaches (all

padj < 0.05) (Figures 5 and S10; Table S17), and (2) genes

with conserved male bias across humans and macaques

(LMM padj < 0.05 and mashr b > 0; n = 3,922 genes) were en-

riched for ASD and ADHD (g:Profiler padj < 0.05) (Table S11).

Drivers of these shared enrichments include male-biased
expression of GAD1 in both species (LFSRs < 0.05), a gene

that controls g-aminobutyric acid (GABA) synthesis and is

implicated in multiple neurodevelopmental conditions (e.g.,

ASD). These findings are similar to previous studies of human

brains12–14 (but cf. Werling et al.9) and suggest that sex differ-

ences present in typically developing individuals (i.e., normative

sex differences in gene expression) modulate the relative

impact of genetic risk variants, thereby contributing to sex dif-

ferences in disease prevalence.9 Female-biased gene expres-

sion was not associated with any neurodevelopmental or psy-

chiatric conditions in macaque or human brains (Tables S16

and S17).

To further investigate links between human disorders and sex-

biased genes inmacaque brains, we testedwhether these genes

were enriched for genes that exhibit altered expression levels in

the brains of people with ASD. Female-biased genes were asso-

ciated with cortex-wide ASD-upregulated genes identified by

Gandal et al.59 (OR = 2.091, p < 0.001) and with genes in ASD-

upregulated microglial co-expression modules (Voineagu

et al.60 [M16], OR = 2.108, p = 0.030; Gupta et al.61 [M5], OR =

2.172, p = 0.002) (Figure 5; Table S18). Male-biased

genes were depleted for ASD-upregulated genes (OR = 0.414,

p = 0.001) and co-expression modules (M16,60 OR = 0.265,

p = 0.049; M5,61 OR = 0.453, p = 0.040) and enriched for ASD-

downregulated genes (OR = 1.301, p = 0.086) (Figure 5;

Table S18).59 Similar patterns were recovered in our analysis of

the human GTEx data, which, as expected, showed even stron-

ger enrichments among female-biased genes (ASD-upregulated

genes from Gandal et al.,59 OR = 14.906, p < 0.001; from

Voineagu et al.,60 OR = 29.918, p < 0.001; M16,60 OR =

41.638, p < 0.001; M5,61 OR = 28.193, p < 0.001) and among
Cell Genomics 4, 100589, July 10, 2024 7
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male-biased genes (ASD-downregulated genes from Gandal

et al.,59 OR = 4.719, p < 0.001; from Voineagu et al.,60 OR =

11.582, p < 0.001; M12,60 OR = 6.013, p < 0.001; M1,61OR =

5.654, p < 0.001) (Figure 5; Table S18).

After cell-type correction, we did not find any significant enrich-

ment of disease risk genes or of ASD differentially expressed

genes (Table S19), even though enrichment scores were corre-

lated across analyses (r = �0.7) (Figure S9). Combined with our

primary analyses (i.e., not accounting for cell composition), these

findings suggest that sex differences in cell-type proportions and

statesmay contribute, in part, to sex differences in the expression

of disease-related risk genes (in typically developing individuals)

and thus sex differences in disease susceptibility. In particular,

our finding that ASD risk genes tend to be more highly expressed

in male brains may reflect that (1) ASD risk genes tend to be ex-

pressed in neurons59,60,62–64 and (2) male brains may contain a

higher proportion of neurons.54,55 This highlights a potential

mechanism through which male brains may be affected more

strongly by genetic alterations associated with ASD. These ge-

netic alterations are thought to affect brain development in

ways that produce dysregulated neuronal activity and microglial

responses (e.g., higher densities of larger, more activated micro-

glia),53 and these changes are reflected by global downregulation

of neuronal, synaptic genes and upregulation of microglial, im-

mune-related genes in ASD.59–61,63,65 Accordingly, our findings

linking ASD-downregulated neuronal and ASD-upregulated mi-

croglial genes to male-biased and female-biased genes, respec-

tively, may reflect transcriptomic convergence between typical

sex differences and ASD-related alterations59–61,63,65 in neuronal

and microglial abundance and function. In fact, many female-

biased, ASD-upregulated genes in both species were also more

highly expressed in microglia, and, among genes identified as

female biased in either species (n = 249), genes that were also up-

regulated in ASD (n = 66) were enriched for cytokine- and im-

mune-related pathways (p < 0.05) (Table S20).

Accurate sex prediction in macaques requires few
genes and is less reliable in older individuals
To investigate heterogeneity in sex-biased gene expression

across individuals (of the same sex) and to identify potential

drivers of this variation, we constructed and evaluated region-

specific sex predictionmodels of the rhesusmacaque brain tran-

scriptome (model construction repeated using three gene sets

[non-Y genes, X chromosome genes only, autosomal genes

only] within each region, resulting in 15 regions 3 3 gene

sets = 45 models total). We could accurately predict sex from

the expression levels of relatively few genes (models of non-Y

genes: mean accuracy = 0.977, mean number of genes = 39;

models of X chromosome genes and autosomal genes per-

formed similarly; Table S21), similar to previous work in human

tissues.10

Non-Y genemodels tended to be better at correctly classifying

females than males (Figures 6A and S11; Tables S21–S23),

which may reflect that, of genes that were influential in at least

one region (n = 501), X chromosome genes were more influential

than autosomal genes (average of summed relative influence: X

chromosome, mean = 14.28; autosomes, mean = 8.42)

(Tables S21–S23). Accuracy was also lower in predicting the
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sex of older individuals (linear regression of known sex probabil-

ity modeled as a function of age: p = 0.016) in models of auto-

somal genes (Figure S12). This effect was stronger amongmales

of all ages and older individuals (>8 years) (Figures 6B, S12, and

S13). In fact, the most often misclassified individual was also the

oldest male in our sample (misclassified as female in seven out of

45 models of this individual, spanning three different regions and

all gene sets; out of 527 samples 3 3 gene sets = 1,581 classifi-

cations; there were only 40 [2.5%] misclassifications total)

(Table S23). These sex and age differences in prediction accu-

racy may reflect that males, particularly older males (>8 years),

exhibit higher within-sex gene expression variation compared

to females (median pairwise Euclidean distance of residual

gene expression among: old males = 137.9, young males =

135.9, old females = 134.2, young females = 133.7; all differ-

ences were significant except young males vs. old females,

Tukey’s HSD padj < 0.05; Figure 6C). This is in line with age-

related declines in the control of molecular phenotypes, which

increase variance of molecular and anatomical phenotypes in

older individuals.66,67 Prediction accuracy may also be affected

by interactive effects of sex and age on brain transcriptomes.

In fact, the most influential genes for the autosomal models

include multiple genes that we previously found to be affected

by age,35 and some of these age-related changes appear to

occur in one sex only (Table S24; see STAR Methods), sugges-

tive of sex differences in brain aging (beyond the scope of the

current manuscript).

Models of X chromosome genes highlighted similarities

with humans, in that the most influential genes in this study

were also the most influential genes in models constructed

in a recent study across 44 human tissues10 (n = 150 one-

to-one orthologs with non-zero influence in both studies; r =

0.222, p = 0.006; Figures 6D and S14). This reflects species

similarities in the magnitude of sex-biased expression across

X chromosome genes (r > 0.69 across eight overlapping re-

gions with the human GTEx data; Figures 3A and S5;

Table S7).

Rapid evolution of sex-biased genes is likely to reflect
higher tissue specificity and genetic variance
To better understand the evolutionary dynamics underlying

sex differences in macaque brain transcriptomes, we exam-

ined four mechanisms that may facilitate the rapid evolution

of sex-biased gene expression observed in other studies: (1)

their tendency to be located on sex chromosomes (due to

sex-specific patterns of selection and inheritance68), since

the smaller effective population size of these chromosomes

may lead their genes to evolve more rapidly69; (2) higher tissue

specificity (i.e., lower pleiotropy),70,71 since pleiotropy may

constrain evolutionary change due to widespread multivariate

stabilizing selection72,73; (3) higher genetic variance in gene

expression, since genes whose expression is attributable to

genetic variance (vs. environmental variance) can better

respond to selection71; and (4) higher genic tolerance, since

this would allow for more coding sequence mutations without

losing function.

We found that sex-biased genes tend to be located on

the sex chromosomes (mechanism 1 above) and that sex
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Figure 6. Sex-prediction modeling highlights age effects and similarities between macaque and human brains

(A) Boxplots of prediction probabilities of the known sex per individual (from models of non-Y chromosome genes). Top = higher probability of being female.

Bottom = higher probability of being male. Dots indicate values for individual samples. Purple boxes = female, yellow boxes = male, black dots = correctly

classified samples, red dots = incorrectly classified samples (prediction probability of correct sex < 0.5). Boxplots indicate the median (black horizontal line), first

and third quartiles IQR (lower and upper hinges), and ranges extending from each to 1.5 3 IQR beyond each hinge (whiskers).

(B) Prediction probability (averaged across regions) of known sex per individual as a function of age (years) for females (purple) andmales (yellow) frommodels of

autosomal genes only.

(C) Boxplots of pairwise Euclidean distances of residual expression (for genes that are informative in any autosomal sex prediction modal, n = 718). Old M/F,

males/females > 8 years old; Young M/F, males/females < 8 years old. All differences were significant except young males vs. old females, Tukey’s HSD padj

< 0.05.

(D) Relative importance of X chromosome genes for sex prediction in X chromosome gene models (summed across regions) in the current study and Oliva and

colleagues10 (r = 0.222, p = 0.006).
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differences in expression were positively correlated with tissue

specificity (2) and genetic variance (3), but not genic tolerance

(4). Specifically, (1) the X and Y chromosomes were enriched

for sex-biased genes (X chromosome, OR = 2.16; padj =

0.002; Y chromosome, OR = Inf; padj < 0.001), and these

enrichments were driven by female- and male-biased genes,

respectively (female-biased X chromosome, OR = 2.79; padj =

0.004; male-biased X chromosome, OR = 1.62; padj = 1; Y chro-

mosome expression is male specific) (Figure 2E). Female-

biased gene enrichment on the X chromosome is consistent

with a preponderance of female-beneficial mutations that are

dominant, since these mutations occur in females two-thirds

of the time and are, therefore, selected for (in females) more

often than selected against (in males).68 (2) Tissue specificity
estimates ranged from 0.018 to 1 (mean = 0.172; SD = 0.148;

Table S25) and genes exhibiting larger sex differences in resid-

ual expression also showed more tissue-specific expression

(r = 0.332; p < 2.2e�16) (Figure 7A). (3) The structure of our

data resulted in a bimodal distribution for estimates of genetic

variance (Vu) (see STAR Methods; Figure S15), so we evaluated

the relationship between log(Vu) and sex differences in

residual expression separately within each distribution and

found significant positive associations in both (upper distribu-

tion, r = 0.234, p < 2.2e�16; lower distribution, r = 0.290,

p < 2.2e�16) (Figures 7B and S16). (4) We did not detect a rela-

tionship between absolute sex differences in residual expres-

sion and loss-of-function (LOF) mutation tolerance (r = 0.006,

p = 0.622) (Figure 7C).
Cell Genomics 4, 100589, July 10, 2024 9
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Figure 7. Evolutionary characteristics of sex-biased gene expression in macaque brains
(A) Tissue specificity as a function of the absolute difference in mean residual expression per gene (averaged across regions) (n = 12,663 non-Y chromosome

genes) (r = 0.332; p < 2.2e�16).

(B) Genetic variance (log) as a function of the absolute difference inmean residual expression per gene and region (n = 152,431 non-Y chromosome gene3 region

combinations) (upper distribution, r = 0.234, p < 2.2e�16; lower distribution, r = 0.290, p < 2.2e�16).

(C) Loss-of-function (LOF) tolerance as a function of the absolute difference in mean residual expression per gene (averaged across regions) (n = 7,786 non-Y

chromosome one-to-one orthologs in the LOFtools database) (r = 0.006, p = 0.622).
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DISCUSSION

This work provides an in-depth characterization of the pat-

terns, biological functions, disease associations, regulatory

factors, and evolutionary mechanisms relevant to sex-biased

gene expression in rhesus macaque brains. Our work sug-

gests that sex differences in rhesus macaque brain transcrip-

tomes are similar to those reported in humans, bolstering the

translatability of this indispensable model species for studies

of sex-biased neurological conditions. Not only are gene

expression levels biased in the same direction (i.e., female

or male biased) across species in multiple brain areas, but

adult macaque and human brains appear to share sex-hor-

mone-mediated regulation of sex-biased genes, upregulation

of the neuroimmune system in females, and sex-biased

expression of genes implicated in sex-biased brain disorders,

including ASD. Furthermore, we highlight mechanisms that

contribute to the rapid evolution of sex-biased genes,

including their tendencies to be located on sex chromosomes

and to exhibit greater genetic variance for expression and tis-

sue-specific patterns of expression.

Limitations of the study
Given that our results suggest that sex-biased gene expression

partly reflects sex differences in the proportion of different cell

types, we suggest that future studies analyze both uncorrected

and cell-type-corrected data, ensuring that the latter are pro-

duced by removing compositional variation prior to modeling

sex effects. Studies using single-nucleus RNA sequencing will

allow us to more directly examine sex differences in brain cell-

type proportions and states, in addition to cell-type-specific

gene expression patterns. Analyses of bulk tissue remain impor-

tant since they provide a fuller picture of cellular activity by

capturing cytoplasmic RNA.74

We also find that female-biased genes in human andmacaque

brains overlap with upregulated genes in ASD. Although

these results appear to contrast with previous work linking

male-biased genes in human brains to microglial markers and
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ASD-upregulated genes,9,75 differences in sample size and

developmental period may explain the apparent discrepancy.

Our analyses includemore samples for both the ASD and norma-

tive sex datasets, but these data represent different develop-

mental periods (i.e., the ASD dataset analyzed here includes

children and adults59; the macaque and human normative data-

sets include adults only). This may affect results since ASD and

sex both represent ‘‘developmentally moving targets.’’75 Recent

studies (with larger sample sizes) report that ASD-upregulated

microglial/immune gene modules are male biased prenatally

but are then female biased during certain postnatal periods.75

This is consistent with prenatally male-biased and postnatally

female-biased expression of a microglia-enriched neurodeve-

lopmental gene module in the human brain (ME3),46 in addition

to reversal of sex differences in microglial colonization and acti-

vation prior to adolescence in rats.76 Future comparative studies

of early neurodevelopmental periods will be required to confirm

the extent to which sex-biased expression of human disease-

linked genes are conserved across species.

Throughout, we used the term biological ‘‘sex’’ to refer to a la-

bel that nonhuman animals are assigned by researchers and that

people are assigned at birth based on their anatomy, which typi-

cally corresponds with one of two sex chromosome comple-

ments. We use the phrase ‘‘sex differences’’ to refer to group-

level average differences between individuals with "typical" (of

the majority) anatomical and sex chromosome complements

(i.e., XY males with testes, XX females with ovaries), although

we acknowledge that these criteria are not confirmed in many

of the human studies discussed here (which instead rely on

self-identification). In addition, while most people are catego-

rized as female or male at birth, sex is not strictly binary. In

fact, about 1%of the population exhibits variable (i.e., nontypical

of the majority) sex chromosome combinations, sex hormone

concentrations and receptors, and bodily phenotypes. We also

distinguish sex from gender, a culturally defined and malleable

concept. A person’s gender need not align with their assigned

sex, and since an individual’s experiences in society can be

affected by their perceived gender, these biological and
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psychosocial influences are difficult (if not impossible) to disen-

tangle in humans. Possible implications of the molecular sex dif-

ferences reported here should not be extrapolated beyond what

is demonstrated in the current study.77,78
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122. Pletscher-Frankild, S., Pallejà, A., Tsafou, K., Binder, J.X., and Jensen,

L.J. (2015). DISEASES: Text mining and data integration of disease–

gene associations. Methods 74, 83–89. https://doi.org/10.1016/j.

ymeth.2014.11.020.

123. Korotkevich, G., Sukhov, V., Budin, N., Shpak, B., Artyomov, M.N., and

Sergushichev, A. (2016). Fast gene set enrichment analysis. Preprint at

bioRxiv. https://doi.org/10.1101/060012.

124. Kolberg, L., Raudvere, U., Kuzmin, I., Adler, P., Vilo, J., and Peterson, H.

(2023). g:Profiler—interoperable web service for functional enrichment

analysis and gene identifier mapping (2023 update). Nucleic Acids Res.

51, W207–W212. https://doi.org/10.1093/nar/gkad347.

125. Friedman, J.H. (2001). Greedy function approximation: A gradient boost-

ing machine. Ann. Statist. 29, 1189–1232. https://doi.org/10.1214/aos/

1013203451.

126. Garieri, M., Stamoulis, G., Blanc, X., Falconnet, E., Ribaux, P., Borel, C.,

Santoni, F., and Antonarakis, S.E. (2018). Extensive cellular heterogene-

ity of X inactivation revealed by single-cell allele-specific expression in

human fibroblasts. Proc. Natl. Acad. Sci. USA 115, 13015–13020.

https://doi.org/10.1073/pnas.1806811115.

127. Ding, B., Gentleman, R., and Carey, V. (2012). bioDist: Different distance

measures.

128. Yanai, I., Benjamin, H., Shmoish, M., Chalifa-Caspi, V., Shklar, M., Ophir,

R., Bar-Even, A., Horn-Saban, S., Safran, M., Domany, E., et al. (2005).

Genome-wide midrange transcription profiles reveal expression level re-

lationships in human tissue specification. Bioinformatics 21, 650–659.

https://doi.org/10.1093/bioinformatics/bti042.

129. Fadista, J., Oskolkov, N., Hansson, O., and Groop, L. (2017). LoFtool: a

gene intolerance score based on loss-of-function variants in 60 706 indi-

viduals. Bioinformatics 33, 471–474. https://doi.org/10.1093/bioinfor-

matics/btv602.
Cell Genomics 4, 100589, July 10, 2024 15

https://doi.org/10.1016/j.molcel.2010.05.004
http://refhub.elsevier.com/S2666-979X(24)00173-3/sref101
http://refhub.elsevier.com/S2666-979X(24)00173-3/sref101
http://refhub.elsevier.com/S2666-979X(24)00173-3/sref102
http://refhub.elsevier.com/S2666-979X(24)00173-3/sref102
https://doi.org/10.1093/bioinformatics/btl117
https://doi.org/10.1186/s12859-016-1323-z
http://refhub.elsevier.com/S2666-979X(24)00173-3/sref105
http://refhub.elsevier.com/S2666-979X(24)00173-3/sref105
https://doi.org/10.1186/1741-7007-12-42
https://doi.org/10.1038/s41588-018-0268-8
https://doi.org/10.1038/s41588-018-0268-8
http://refhub.elsevier.com/S2666-979X(24)00173-3/sref108
http://refhub.elsevier.com/S2666-979X(24)00173-3/sref108
http://refhub.elsevier.com/S2666-979X(24)00173-3/sref108
https://doi.org/10.1214/10-AOAS439
https://doi.org/10.1214/10-AOAS439
https://doi.org/10.1101/gr.261248.120
https://doi.org/10.1007/978-1-4939-7493-1_12
https://doi.org/10.1007/978-1-4939-7493-1_12
https://doi.org/10.1126/sciadv.adh1914
https://doi.org/10.1126/sciadv.adh1914
https://doi.org/10.1038/s41380-021-01259-y
https://doi.org/10.1038/s41398-022-02231-2
https://doi.org/10.1038/s41398-022-02231-2
http://refhub.elsevier.com/S2666-979X(24)00173-3/sref115
http://refhub.elsevier.com/S2666-979X(24)00173-3/sref115
https://doi.org/10.1186/s13040-019-0204-1
https://doi.org/10.1186/s13040-019-0204-1
https://doi.org/10.1093/bioinformatics/btm440
https://doi.org/10.1093/bioinformatics/btm440
https://doi.org/10.1093/bioinformatics/btm087
https://doi.org/10.1080/01621459.1963.10500845
https://doi.org/10.1080/01621459.1963.10500845
https://doi.org/10.1016/j.ymeth.2014.11.020
https://doi.org/10.1016/j.ymeth.2014.11.020
https://doi.org/10.1101/060012
https://doi.org/10.1093/nar/gkad347
https://doi.org/10.1214/aos/1013203451
https://doi.org/10.1214/aos/1013203451
https://doi.org/10.1073/pnas.1806811115
http://refhub.elsevier.com/S2666-979X(24)00173-3/sref125
http://refhub.elsevier.com/S2666-979X(24)00173-3/sref125
https://doi.org/10.1093/bioinformatics/bti042
https://doi.org/10.1093/bioinformatics/btv602
https://doi.org/10.1093/bioinformatics/btv602


Article
ll

OPEN ACCESS
STAR+METHODS
KEY RESOURCES TABLE
REAGENT or RESOURCE SOURCE IDENTIFIER

Deposited data

Analyzed macaque data This paper GEO: GSE180092

Analyzed human (GTEx v8) data GTEx Consortium https://gtexportal.org/home/

Software and algorithms

All code to reproduce analyses

presented in this work

This paper https://github.com/ardecasien/cayo_brain_transcriptome_sex;

https://doi.org/10.5281/zenodo.11068290

STAR (v2.5) Dobin et al.90 https://github.com/alexdobin/STAR; RRID: SCR_004463

SAMtools (v1.9) Danecek et al.91 https://www.htslib.org/; RRID: SCR_002105

GATK (v4.1.2.0) McKenna et al.92 https://gatk.broadinstitute.org/hc/en-us; RRID: SCR_001876

VCFtools (v0.1.16) Danecek et al.94 https://vcftools.github.io/; RRID: SCR_001235

lcMLkin (v20190218) Lipatov et al.93 https://github.com/COMBINE-lab/maximum-likelihood-relatedness-estimation;

RRID: SCR_025418

kallisto (v0.43.1) Bray et al.85 https://pachterlab.github.io/kallisto/; RRID: SCR_016582

R (v4.0.0) R Core101 https://cran.r-project.org/; RRID: SCR_001905

Homer (v4.10) Heinz et al.102 http://homer.ucsd.edu/homer/; RRID: SCR_010881
RESOURCE AVAILABILITY

Lead contact
Requests should be directed to and will be fulfilled by the lead contact, Alex R. DeCasien (alex.decasien@gmail.com).

Materials availability
No materials were generated in this study.

Data and code availability
d RNA-seq data have been deposited in the Gene Expression Omnibus (GEO) and are publicly available as of the date of pub-

lication. Accession numbers are listed in the key resources table.

d All code has been deposited in a publicly available GitHub Repository and an unchanging archive of this repository was created

in Zenodo. Links to both repositories are listed in the key resources table.

d Any additional information required to reanalyze the data reported in this paper is available from the lead contact upon request.

METHOD DETAILS

Tissue procurement and processing
All animals were adults from a single social group of the free-ranging, semi-provisioned colony onCayo Santiago. Theywere removed

from the island and humanely euthanized as part of the population management strategy implemented by the Caribbean Primate

Research Center, University of Puerto Rico. No individuals were used for brain invasive procedures or had signs of malformations

or lesions. Within 30 min of euthanasia, following perfusion with cold saline, whole brains were extracted. Left and right hemispheres

were separated using a sterilized razor, and left hemispheres were set aside for fixation.79 Right hemispheres were placed in a mold

and cut into ½ centimeter coronal slabs. Slabs were flash frozen using an ethanol and dry ice mixture. Brains were stored at �80�C
until dissection.

Tissue dissection
Brain samples were collected postmortem from 36 adult macaques (20 females, 16 males; Figure S1). Frozen slabs were kept on dry

ice during sampling. Samples were collected using 1mm surgical punches with reference to coronal cross-sections from the rhesus

macaque anatomical brain atlas.80 This sampling method allowed us to sample relatively evenly across all cortical layers, which

exhibit distinct cell composition and gene expression patterns.81
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Fifteen brain regions of interest were identified on frozen hemispheres using gross landmarks (e.g., cortical sulci/gyri and white

matter tracts). Specifically: 1) The ventromedial prefrontal cortex (vmPFC; areas 10m/32) was sampled from the rostral most plane

when the cingulate, principal, and medio-orbital sulci were visible. Six punches were taken on the cingulate gyrus, from slightly infe-

rior to the tip at the medial surface towards the underlying white matter in the latero-inferior direction; 2) The dlPFC (area 46d) was

sampled from the rostral most plane when the cingulate, principal, and medio-orbital sulci were visible. Six punches were taken on

gyrus superior to the principal sulcus, from the tip at the lateral surface towards the underlying white matter in the medio-inferior di-

rection; 3) The vlPFC (area 12r) was samples from the rostral most plane when the cingulate, principal, and medio-orbital sulci were

visible. Six punches were taken on gyrus inferior to the principal sulcus, from the tip at the lateral surface towards the underlyingwhite

matter in the medial direction; 4) The dmPFC (area 9m) was sampled from rostral most plane when the cingulate, principal, and me-

dio-orbital sulci were visible. Six punches were taken on the superior frontal gyrus, from the tip at the medial surface towards the

underlying white matter in the latero-inferior direction; 5) The anterior cingulate gyrus (ACCg; area 24) was sampled from the rostral

most plane when the corpus callosum was visible. Six punches were taken on the cingulate gyrus, from the tip at the medial surface

towards the underlyingwhitematter in the latero-inferior direction; 6) Themid-superior temporal sulcus (mid-STS) was sampledwhen

the central, intraparietal, lateral, and superior temporal sulci were visible. Six punches were taken from the inferior-most point of STS

towards the superior white matter37; 7) The primary motor cortex (M1; area 4) was sampled when the precentral, central, lateral, and

superior temporal sulci were visible. Six punches were taken from the superior-medial portion; 8) The primary visual cortex (V1; area

17) was sampled on the anterior surface of the most posterior slab, in the inferior arm of the calcarine sulcus; 9) The caudate nucleus

(CN) was sampled at the rostral most point at which the internal capsule was visible and clearly separated the caudate nucleus from

the putamen. Six punches were taken from the most superior-lateral point moving in the inferomedial direction; 10) The putamen (Pu)

was sampled at the rostral most point at which the internal capsule was visible and clearly separated the caudate nucleus from the

putamen. Six punches were taken from the most superior-lateral point moving in the inferomedial direction; 11) The amygdala was

sampled when both it and optic chiasm were clearly visible. Seven punches were taken lateral to optic chiasm, sampling across the

superior portion of the amygdaloid complex (representing the anterior cortical nucleus, central nucleus, medial nucleus, and superior

portions of the accessory basal and basal nuclei); 12) The dentate gyrus (DG) was identified within the hippocampal formation by its

slightly darker color, caused by a high density of small granule cells. This sampling also included CA4, which is difficult to differentiate

from the polymorphic layer of the DG. Accordingly, other studies have combined these regions, collectively referring to them as the

hilus (which is the formal name for the polymorphic layer of the DG)82; 13) The CA3 was sampled from the area superior to the DG

within the hippocampal formation, in the medio-lateral direction. This sampling likely also included portions of CA2 and CA1; 14) The

lateral geniculate nucleus of the thalamus (LGN) was sampledwhen it was clearly visible, and six puncheswere taken across all layers

in the medio-inferior direction; 15) The ventromedial hypothalamus (VMH) was sampled from rostral most plane when the hypothal-

amus was visible. This sampling likely also included portions of surrounding nuclei (e.g., arcuate). Four to six punches were taken

from the most medio-inferior portion. Dissected tissue samples were stored at �80�C prior to further processing.

RNA extraction
1mL of Trizol was added to dissected frozen tissue samples immediately before lysing. A single chilled 5mm stainless steel beadwas

added to each tube before placing samples in the TissueLyser II beadmill. Samples were homogenized for 2min at 20 hz. Plates were

rotated before homogenization was repeated. Homogenized samples were then transferred to new tubes and incubated at room

temperature for 5 min. 200 mL of chloroform was added to each sample, tubes were manually shaken for 15 s, incubated at

room temperature for 2 min, and centrifuged at 12k at 4�C for 15 min. The upper aqueous solution (containing RNA) was transferred

to a new sample tube, and Total RNA was extracted using Zymo Quick-RNA Microprep kits. Each sample was subjected to DNase

treatment as per manufacturer’s instructions.

RNA quality assessment
RNA quality was assessed using a Fragment Analyzer or a Tapestation, which provided RQN or RINe values, respectively. For later

analyses, RQN and RINe values were converted to RIN values using published regression lines (RQN = 0.9697*RIN, R2 = 0.9635;

RINe = 0.991*RIN, R2 = 0.936).83,84

Library preparation and sequencing
cDNA libraries were prepared using the NEBNext Ultra II RNA Library Prep Kit for Illumina, as per themanufacturer’s instructions with

some modifications. Briefly, poly-adenylated mRNA was purified from 200 ng of total RNA using the NEBNext Poly(A) mRNA Mag-

netic Isolation Module. The mRNA was then reverse transcribed into cDNA, ligated to Illumina adapters, size-selected for a median

size of�600 bp, and amplified via PCR for 12 cycles. Each sample was tagged with a uniquemolecular barcode and pooled samples

into Illumina NovaSeq lanes (across 2 sequencing runs, one using 2x50bp sequencing on the S2 flow cell and another using 2x100bp

sequencing on the S4 flow cell).

Reference genomes and read alignment
Following sequencing, we mapped reads to the rhesus macaque transcriptome v10 (Ensembl) using the pseudoaligner kallisto

v0.43.1.85 Given that sequence homology across the sex chromosomes present in reference genomes/transcriptome can lead to
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technical mapping errors, we created two modified, sex-specific transcriptomes and separately mapped reads from males and fe-

males followingWebster et al.86 Specifically, the Y chromosome was removed from the female-specific transcriptome, and CD99 on

the Y chromosome (within the pseudoautosomal region87) was removed from the male-specific transcriptome.

We imported the transcript count matrices for males and females into R using the function tximport (R package tximport) and com-

bined them into one count matrix. We summarized transcript counts to the gene level using the appropriate functions in the R pack-

age biomaRt and the function summarizeToGene (R package tximport). This procedure resulted in a 22514 x 532 (p x n) read-count

matrix, where p is the number of genes measured and n is the number of samples. We confirmed the identity of all samples based on

genotyping from the RNA-seq reads.

Quality assessment
We removed 5 samples that were low quality (e.g., samples with low Phred scores and/or high PCR duplication rates). This resulted in

a 22514 x 527 (p x n) read-countmatrix, where p is the number of genesmeasured and n is the number of samples.We also confirmed

the chromosomal sex of all individuals/samples by mapping to an unedited (non-sex-specific transcriptome) and examining Y chro-

mosome gene expression (Figure S17).

Read normalization
We normalized the read count matrix using the functions calcNormFactors (R package edgeR88 and voom in the R package limma.89

Prior to further RNA-seq data analysis, we filtered out genes that were very lowly or not detectably expressed in our samples. Spe-

cifically, within each regionwe removed any genewithmean TPM<10 in bothmales and females (i.e., geneswithR10mean TPM in at

least one sex were retained). This procedure resulted in a mean of 10,171 genes (range: 9,617-11,135), and 12,672 unique genes

were detectably expressed in at least one brain region. These data (normalized log2 counts per million reads) were used throughout

the statistical analyses described below.

Genotyping
Weused genotype data (with variants called fromRNAseq data) to control for genetic relatedness among individuals in this study. For

each sample, we mapped reads to the rhesus macaque reference genome v10 (Ensembl) using STAR90 (and SAMtools91) and then

pooled mapped reads for each individual across all brain regions. We used the Genome Analysis Toolkit (GATK)92 to mark duplicates

(MarkDuplicates), split reads spanning splice events (SplitNCigarReads), and recalibrate base quality scores (BaseRecalibrator and

ApplyBQSR) before calling variants (HaplotypeCaller) using a standardminimumconfidence threshold for calling of 20.0.We retained

sites that passed the following filters: QD < 2.0; MQ < 40.0; FS > 60.0; HaplotypeScore >13.0; MQRankSum < �12.5; and

ReadPosRankSum <�8.0.We estimated kinship with the program lcMLkin93 using variants that were genotyped in all 36 individuals,

had minor allele frequencies >0.3, minimum completeness of 0.9, and were at least 100 kb apart (thinned using VCFtools94). These

relatedness estimates were confirmed using known mother-offspring pairs (5 known pairs: mean relatedness estimate = 0.48; re-

maining pairs: relatedness estimates % 0.25)

Behavioral data collection
Previous work has shown that dominance rank can impact gene expression in the brain and peripheral tissues of wild and laboratory

animals.95–97 Here, dominance rank reflects the direction and outcome of win-loss agonistic interactions (e.g., aggression, threats,

displacements, submissions) recorded during focal animal samples or during ad libitum observations. To calculate individual domi-

nance ranks, behavioral datawere collected for all animals in this study (and all othermembers of this social group age 4 and above) in

the three months prior to removal. Methods for behavioral data collection as well as dominance rank inference in this population are

described by Testard and colleagues.79,98 Ranks were calculated separately within each sex because dominance is attained differ-

ently in male and female macaques. Specifically, male macaques tend to disperse from their natal groups and their rank in the new

groups are largely determined by their duration of tenure.99 Female macaques are philopatric and dominance rank is inheritedmater-

nally, resulting in stable linear dominance hierarchies among females.79,98 Accordingly, known maternal relatedness was used to

resolve behavioral gaps in the female hierarchy. To account for group size, dominance rank was first defined as the percentage

of same sex individuals that a subject outranked. We then followed previous work100 in creating categorical dominance ranks, calcu-

lated by classifying animals as high- (rankR 80%), mid- (50%% rank < 80%), or low-ranking (rank < 50%) based on their percentage

dominance ranks within each sex. We modeled categorical dominance rank as an ordinal variable for all differential expression an-

alyses using the ordered factor class in R.

QUANTIFICATION AND STATISTICAL ANALYSIS

All statistical analyses were performed using R v4.0.0101 or Homer v4.10.102

Dimensionality reduction
To visualize the structure of the expression data, we applied dimension reduction methods to the normalized, filtered expression ma-

trix. Prior to dimension reduction, the effects of library batch and RIN were removed from the data using the removeBatchEffect
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function in the R package limma.89 Dimension reduction was performed using Uniform Manifold Approximation and Projection

(UMAP) via the umap function in the R package umap103 with the followingmetrics: n_neighbors = 200, min_dist = 0.5, metric = ’man-

hattan’. We also provide t-SNE and PCA plots in the supplement using the Rtsne function (perplexity = 30) in the R package Rtsne104

and the prcomp function in the R package stats).

Hierarchical clustering
Unsupervised hierarchical clustering was conducted using the normalized, filtered expression matrix. Prior to hierarchical clustering,

the effects of library batch and RIN were removed from the data using the removeBatchEffect function in the R package limma.89

Cluster analyses were performed by the pvclust function (R package pvclust).105 Correlation was used as the distance measure.

This function provides both approximately unbiased (AU) p value and bootstrap probability (BP) value. AU values are calculated using

multiscale bootstrap resampling, while BP values are calculated by the ordinary bootstrap resampling.105 Thismethodwas applied to

expression values averaged across samples per region (to examine clustering by region).

Variance partitioning
We performed variance partitioning on the normalized, filtered expression matrix using the fitExtractVarPartModel and plotVarPart

functions in the R package variancePartition.106 This function allowed us to fit a linearmixedmodel to estimate contribution ofmultiple

sources of variation while simultaneously correcting for all other variables. Prior to hierarchical clustering, the effects of library batch

and RIN were removed from the data using the removeBatchEffect function R package limma.89 Wemodeled the expression of each

gene as a function of individual, region, sex, age, and ordinal rank. Categorical terms were modeled as random effects, as recom-

mended by the package’s creator.107 We then extracted and visualized the fraction of variance explained by each biological or de-

mographic term, in addition to the residual variance.

Modeling sex effects on gene expression
To identify genes that were affected by sex within each region, we used linear mixed effects models that control for relatedness. We

analyzed each of the 15 brain regions separately using the emmreml function in the R package EMMREML.36 Normalized gene

expression values were modeled as a function of sex, age, ordinal rank, RIN, and library batch. Although standard normalizations

fail to account for the effects of RNA degradation, statistically controlling for RNA quality corrects for most of these effects.108 For

each gene in the normalized, filtered expression matrix, we estimated the effect of sex on gene expression using the Equation 1

below:

Y = intercept + sex + age + ordinal rank + RIN + library batch

y = m + nb + ag + rd + r2d2 + rv + u1� kt1� k + Zu + ε;u � MVN
�
0;s2

uK
�
ε � MVN

�
0;s2

eI
�

(Equation 1)

where y is the n by 1 vector of normalized gene expression levels for the n samples collected per region; m is the intercept; n is an n by

1 vector of sex and b is its effect size; a is an n by 1 vector of age in years at the time of sample collection and g is its effect size; r is an n

by 1 vector of linear contrasts of sex-specific rank and d is its effect size; r2 is an n by 1 vector of quadratic contrasts of sex-specific

rank and d2 is its effect size; r is an n by 1 vector of RIN values and v is its effect size; andu1-k are k vectors (with k equal to the number

of library batches for the given region), each of which is an n by 1 vector of a dummy variable for that library batch (0 = sample not

included in this batch; 1 = sample included in this batch), and t1-k are the effect sizes for each vector. Them by 1 vector u is a random

effects term to control for kinship and other sources of genetic structure. Here, m is the number of unique individuals sampled for

each region, the m by m matrix K contains estimates of pairwise a relatedness derived from a genotype data set, su
2 is the genetic

variance component (0 for a non-heritable trait), and Z is an incidence matrix of 1’s and 0’s that maps samples to individuals in the

randomeffects term. Residual errors are represented by ε, an n by 1 vector, wherese
2 represents the environmental variance compo-

nent (unstructured by genetic relatedness), I is the identity matrix, and MVN denotes the multivariate normal distribution.

Multivariate adaptive shrinkage (MASH)
To identify genes that are differentially expressed between males and females and whether or not these effects are shared or region-

specific sex effects, we used the outputs from the EMMAmixed models described above (i.e., per gene bs and their standard errors

within each of 15 regions) as inputs for multivariate adaptive shrinkagemodels (R packagemashr).109 For missing data, bs were set to

0 and standard errors were set to 100 (as recommended by the mashr package’s creators). We first selected strong signals by

running a condition-by-condition (1by1) analysis on all the data (mash_1by1 function) and extracting those results with local false

sign rate (LFSR) < 0.05 in any condition. Specifically, this analysis runs ash in the R package ashr110 on the data from each condition,

an Empirical Bayes approach to FDR analysis that incorporates effect size estimates and standard errors, and assumes the distri-

bution of the actual effects is unimodal, with a mode at 0.40 We also generated a random subset of the data (50% of expressed

genes), computed a list of canonical covariance matrices (cov_canonical function), and used these data and matrices to estimate

the correlation structure in the null tests (estimate_null_correlation function). We then set up the main data objects (i.e., ‘‘strong’’

and ‘‘random’’) with this correlation structure in place (mash_set_data function). We used the strong tests to set up data-driven co-

variances by performing PCA on the data (using 5 PCs; cov_pca function) and using the resulting 5 candidate covariance matrices to
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initialize and perform ‘‘extreme deconvolution’’ (cov_ed function).111We then estimated canonical covariances from the random tests

and then fit mash to the random tests using both data-driven and canonical covariances. We extracted the fitted g mixture from this

model and specified this mixture model when fitting mash to the strong tests. Significant genes (i.e., ‘sex-biased genes’) passed an

LFSR cutoff of 0.05.

Human (GTEx) comparison
We estimated sex effects across 10 tissues from the human GTEx data (V8), including the amygdala, BA24, caudate nucleus, cere-

bellar hemisphere, BA9, hippocampus, hypothalamus, nucleus accumbens, putamen, and substantia nigra (mean n = 39F/119M;

Table S26). Technical replicates for two regions (‘‘Cortex’’ and ‘‘Cerebellum’’) were excluded. Using the EMMA models described

above, we modeled gene expression (within each region and for each gene) as a function of sex, age, RIN, experimental batch,

and ischemic time. We then applied MASH to the model outputs (as described above). To test for the consistency of sex effects

on gene expression across data sets, we compared the results across 8 overlapping regions (AMY/amygdala, ACCg/BA24, CN/

caudate, dmPFC/BA9, DG/hippocampus, CA3/hippocampus, VMH/hypothalamus, Pu/putamen) for all one-to-one orthologues.

We report Spearman’s rank order correlation coefficients and the quadrant count ratio (q = (# concordant - # discordant)/total).

We do not expect that differences inmappingmethods impact this cross-species comparison, as previous work showed that remap-

ping the GTEx data using kallisto produced similar expression levels (for non-Y chromosome genes).112

Conservation analysis
Following Naqvi and colleagues,22 we modeled adjusted normalized expression levels for each one-to-one orthologue (within each

tissue) as a function of sex and species using linear mixed models (LMMs). Prior to modeling, we merged the human and macaque

countmatrices, calculatednormalization factors (calcNormFactors in theRpackage edgeR),88 andused the voomWithQualityWeights

function (R package limma)89 to normalize expression levels and estimate species-specific variances (for all genes with mean CPM

>10). We then adjusted the normalized expression values (within each species) using the removeBatchEffect function (R package

limma) (human covariates: age, ischemic time, RIN, and experimental batch; macaque covariates: age, rank, RIN, and library batch).

Wemodeled adjusted expression levels as a function of sex (fixed effect) and species (random effect) to control for between-species

differences in sample size and variability. The latter was done using the duplicateCorrelation function (R package limma), with species

specified as the block variable. Conserved genes were identified within each overlapping brain region as those with significant sex

terms in the LMMs (padj < 0.05) and bs estimated in the consistent direction in both species-specific mashr analyses. Differences

between the conserved sex-biased gene set (from the LMM analysis) and the species-specific sex-biased gene sets (from the

EMMREML/mashr analyses) reflect methodological differences between these approaches, including: i) removing age and technical

effects prior to LMM modeling vs. simultaneous modeling in EMMREML; ii) gains in power from combining the species in the LMM

analysis; iii) exploiting shared patterns across regions inmashr vs. LMMmodeling within regions; and iv) applying voom normalization

with (LMM) or without (EMMREML/mashr) quality weights.

Cell type enrichment analysis
We tested for cell type enrichment among male- and female-biased genes using cell type markers from the R package BRETIGEA

(BRain cEll Type specIfic Gene Expression Analysis).44 In this package, the ‘markers_df_brain’ data frame contains the top 1000

marker genes (ranked by specificity) from each of the six major brain cell types (i.e., astrocytes, endothelial cells, microglia, neurons,

oligodendrocytes, and OPCs), which were estimated from their meta-analysis of brain cell gene expression data from both humans

(Homo sapiens) andmice (Musmusculus).Homo sapiens gene nameswere converted toMacacamulatta Ensembl gene IDs using the

bioMart R package. Sex-biased gene sets included any genes that were significantly male-biased or female-biased in any region

(LFSR < 0.05). Fisher’s exact tests were used to test for cell type-specific enrichments (fisher.test function in the R package stats;

alternative = ‘greater’). p values were adjusted using the Benjamini-Hochberg method, and tests with adjusted p values less than

0.05 were considered significant. This analysis was also performed on sex-biased genes (LFSR < 0.05 in any region) identified in

our analysis of the human GTEx data (described above).

Deconvoluting cell type proportions and modeling sex effects on gene expression
Given that sex-biased gene sets were enriched for certain cell types (see results), we also estimated sex effects after performing cell

type deconvolution analysis in the R package BRETIGEA.44 Using the cell type marker genes described above, cell type deconvo-

lution analyses were conducted within each region. First, the effects of library batch and RIN were removed from each normalized,

filtered expressionmatrix using the removeBatchEffect function (R package limma). Thismatrix and themarker gene list were used as

inputs to estimate the relative cell type proportions (i.e., surrogate proportion variables (SPVs) for each cell type). This was performed

by the findCells function, using the top 50markers for each cell type and the singular value decomposition (SVD) dimension reduction

approach, and scaling the gene expression data from eachmarker gene prior to using it as an input for dimension reduction. SPVs are

eigenvectors of an SVD and do not directly quantify cell type proportions; rather, SPVs reflect relative differences in cell type compo-

sition within each cell type and, therefore, some SPVs will take on negative values. Sex differences in SPVs were tested using t-tests
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(t.test function in the R package stats). Finally, we adjusted each row of gene expression for sample differences in relative cell type

proportions using the adjustCells function, which outputs the residuals from a linear model for downstream analysis.

We also validated the SPVs estimated from BRETIGEA using a complementary cell type deconvolution approach – CIBER-

SORT.113 Specifically, we used macaque brain single nuclei RNAseq data from our previous work114 as a reference. For both human

andmacaque bulk expression datasets, we used the TPMmatrices (normalized to everything measured). We then subset the human

data to geneswith single copy orthologs (SCOs). Additional geneswere removed if SCOs includedmultiple geneswith the same gene

name. We then reindexed the human nonredundant SCOs with their corresponding macaque ENSEMBL IDs. For the reference data-

set, we calculated CPMs (normalized to all genes measured) and removed genes that did not appear in either the macaque or human

bulk datasets. We then: i) dropped all cells with UMI < 500 and those from cerebellar, midbrain, or brainstem regions; ii) dropped all

rare cell labels by filtering out cell classes with < 750 cells remaining; and iii) randomly sampled 100 cells per cell class to use as the

reference. Sex differences in cell type proportions were tested using t-tests (t.test function in the R package stats). We obtained ex-

pected cell type proportions (Figure S18) and found that estimated cell type proportions per sample were highly correlated across

CIBERSORT and BRETIGEA (except for astrocytes; Figure S18). These findings are consistent with multiple previous studies that

applied both BRETIGEA and CIBERSORT.115,116 Differences in estimated cell type proportions across methods (in this study) are

likely to reflect that: i) BRETIGEA incorporates cell type markers derived from human andmouse data while our CIBERSORT analysis

used a macaque single nuclei gene expression reference; and ii) we removed age and technical effects prior to modeling in

BRETIGEA but not in CIBERSORT.

For each gene in the adjusted expression matrix (from BRETIGEA analysis above), we estimated the effect of sex on expression

using Equation 2 below (see ‘modeling sex effects on gene expression’ section for details). Technical effects (i.e., library batch and

RIN) were not included here since they were removed prior to the estimation of relative cell type proportions.

Y = intercept + sex + age + ordinal rank

y = m + nb + ag + rd + r2d2 + ε;u � MVN
�
0;s2

uK
�
; ε � MVN

�
0;s2

eI
�

(Equation 2)

We then used the outputs from these models (i.e., per gene bs and their standard errors within each of 15 regions) as inputs for

multivariate adaptive shrinkage models (see ‘multivariate adaptive shrinkage (MASH)’ section above for details). Significant genes

(i.e., ‘sex-biased genes’) passed an LFSR cutoff of 0.05.

Gene ontology enrichment analyses
Gene ontology (GO) enrichment analyses were performed using the R packages topGO117 and ViSEAGO.118 GO term names were

obtained from Ensembl using the Ensembl2GO and annotate functions. Enrichment analyses were conducted on: 1) macaque brain

male-biased genes and female-biased genes, with each set of genes defined as those that were significantly biased inmashr (LFSR <

0.05) in any region (excluding Y chromosome genes, which are not expressed in females); and ii) genes that are female-biased in

macaques and/or humans and also upregulated in ASD. For these tests test, background genes represented all genes that were:

i) expressed in the macaque brain but not in the macaque male- or female-biased gene set of interest; or ii) expressed one-to-

one orthologs that were not included in the target gene set. We used Fisher’s exact tests, which are based on gene counts. Enrich-

ments with nominal p < 0.05 were considered significant, as suggested by the topGO package’s creators. The parent child

algorithm119 was used since it determines overrepresentation of terms in the context of annotations to the term’s parents. Other

approaches to measuring overrepresentation of GO terms cannot cope with the dependencies resulting from the structure of GO

because they analyze each term in isolation. The parent child approach reduces the dependencies between the individual term’s

measurements, and thereby avoids producing false-positive results owing to the inheritance problem. We computed the semantic

similarity between GO terms usingWang’s method (compute_SS_distances function),120 and clustered GO terms usingWard’s clus-

tering criterion (GOterms_heatmap function).121

Disease gene set enrichment analysis
Enrichment tests for disease ontology (DO) terms were performed using human risk genes downloaded from the DISEASES

resource, which integrates the results of text mining and manually curated disease-gene associations, cancer mutation data, and

genome-wide association studies from existing databases (dataset = text mining channel, filtered).122 Macaca mulatta Ensembl

IDs were linked to human diseases from this database using one-to-one human orthologues (and their associated proteins) from

the R package bioMart. Diseases with at least 10 associated genes were retained for further analysis (n = 1257 for macaques,

n = 1208 for humans).

For each disease, we performed three complementary enrichment tests: 1) Fisher’s exact tests were performed on 2x2 contin-

gency tables, with genes separated into those with positive or negative mean mashr bs (fisher.test function in the R package stats;

alternative = ‘greater’); 2) two-sample Kolmogorov-Smirnov (K-S) tests on a list of genes ranked according to their mean standard-

izedmashr b (using two alternative hypotheses, i.e., the cumulative distribution function for the target set is either less than or greater

than that of the background set, and the null is that the distribution functions are the same) (ks.test function in the R package stats;

alternative = ‘less’ or ‘greater’); and 3) the fast GSEA method implemented by fgsea123 on a list of genes ranked according to their

mean standardizedmashr b, where the null distribution is derived from resampling randomgene sets (and estimating their enrichment
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scores). These tests provide slightly different insights into the data, since approach #1 tests for an association between each disease

gene set and sex-biased expression, regardless of the relative order or magnitude of per-gene sex effects, while #2 incorporates the

relative order of per-gene sex effects and #3 considers both the relative order and magnitude of per-gene sex effects. p values were

adjusted using the Benjamini-Hochberg method, and tests with adjusted p values less than 0.05 were considered significant. These

analyses were also run on the mean standardized b from our analysis of the human GTEx data (described above).

We also tested whether the sex-biased genes identified here tend to exhibit altered expression levels in human disease.

ASD-upregulated and -downregulated genes were collected from Gandal et al.59 and Voineagu et al.60 Genes in ASD-upregu-

lated and -downregulated co-expression modules were collected from Voineagu et al.60 and Gupta et al.61 Macaca mulatta

Ensembl IDs were linked to human diseases from this database using one-to-one human orthologues (and their associated pro-

teins) from the R package bioMart. For each ASD gene set, Fisher’s exact tests were performed on female- and male-biased

gene sets (for macaques and humans, separately).

Functional enrichment analyses of conserved/divergent genes
We used g:Profiler124 to investigate the functions and human phenotypes associated with genes showing a conserved or divergent

pattern of sex-bias in human andmacaque brains. Analyses were run on three target sets: i) n = 3,922 conservedmale-biased genes;

ii) n = 1,105 conserved female-biased genes; and iii) n = 4,681 genes that do not show a conserved pattern. These target lists exclude

n = 16 genes that showed inconsistent patterns of conserved sex-bias across regions (i.e., those with conserved female-bias in some

regions and conservedmale-bias in others). All n = 9,724 expressed one-to-one orthologues were included as a custom background.

Significant terms were identified as those with padj < 0.05. p values were adjusted using the default g:SCS algorithm in g:Profiler.

Results from all functional information sources are provided (GO:MF = gene ontology molecular function; GO:CC = gene ontology

cellular compartment; GO:BP = gene ontology biological function; KEGG. = KEGG Reactome database; HP = human phenotype

ontology. Only significant terms (g:SCS < 0.05) were visualized.

Motif enrichment analyses
We used HOMER (Hypergeometric Optimization of Motif EnRichment)102 to analyze the promoters of genes and look for motifs that

are enriched in the target gene promoters relative to other promoters. The target gene sets consisted of all genes that were sex-

biased, male-biased, or female-biased (LFSR < 0.05) in at least one region. We searched for motifs from �1000 to +300 relative

to the transcriptional start site (TSS) using HOMER’s curated set of 414 known vertebrate motifs. The program assigns weights to

the background promoters based on the distribution of GC content in the target gene promoters to ensure that comparable numbers

of low and high-GC promoters are analyzed. It also performs auto-normalization to remove sequence content bias from lower order

oligos (1/2/3-mers) by adjusting background weights based on the target distribution. The hypergeometric distribution is used to

score motifs. Enrichment p values less than 0.05 were considered significant.

Sex prediction
For each region, we created sex prediction models using residual gene expression values (i.e., expression levels after removing the

effects of age, ordinal rank, RIN, library batch, and relatedness using the EMMAmodels and the normalized, filtered expression ma-

trix described above). Specifically, we implemented gradient boosted models (GBM) using leave-one-out cross validation in the R

package caret. We fit these models across various tuning parameters (interaction depths = 1, 3, 5, 9; number of trees = 50, 100,

150, 200, 250; shrinkage = 0.1; n.minobsinnode = 5), and models with the highest receiver operating characteristic (ROC) values

were selected as the optimal model for each region. For each optimal model, we extracted the prediction probabilities for each sam-

ple, calculated the relative influence of each gene using the GBM model based technique in the varImp function (i.e., relative influ-

ence = the reduction in sums of squared error due to any split on that predictor, summed over all trees in the model125 scaled to a

maximum value of 100) and calculatedmultiple performancemetrics, including accuracy, sensitivity, and specificity (see below). This

was done separately for: 1) combined X chromosome and autosomal genes; 2) autosomal genes only; and 3) X chromosome genes

only (results are in Tables S21–S23). While most genes (87%) were only influential in one region (Table S22), they tended to be ubiq-

uitously expressed (89%expressed in at least 13 regions), which is likely to reflect that themagnitude of sex differences in expression

per gene varies across brain regions, even for shared sex-biased genes. Female samples that were misclassified in X chromosome

genemodels tend to exhibit relatively low expression of themost influential X chromosome genes in those regions (Figure S19), which

may partially reflect variability in XCI escape across female individuals and tissues.126

True ‘‘Positives’’ (TP) = the number of samples correctly identified as female.

True ‘‘Negatives’’ (TN) = the number of samples correctly identified as male.

False ‘‘Positives’’ (FP) = the number of samples incorrectly identified as female.

False ‘‘Negatives’’ (FN) = the number of samples incorrectly identified as male.

Accuracy = (TP + TN)/(TP + TN + FP + FN)

Sensitivity = TP/(TP + FN)

Specificity = TN/(TN + FP)

We tested for age effects on the accuracy of our sex prediction models by modeling mean prediction probability of known sex per

individual as a function of age. We also examined age effects on the variability of our sex predictions by modeling the standard
e7 Cell Genomics 4, 100589, July 10, 2024
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deviation of known sex prediction probabilities per individual as a function of age. To test for the stability of these effects within old

and young individuals and for varying sample sizes, we examined age effects on accuracy within subsamples of young (% 8 years)

and old (> 8 years) individuals. Specifically, for each region, we randomly sampled 7 males and 7 females (6 for the LGN) and used

these individuals to re-create sex prediction models (using both X chromosome and autosomal genes) and estimate known sex pre-

diction probabilities per individual.

Sex differences in gene expression heterogeneity
To investigate sex and age differences in gene expression heterogeneity, we calculated Euclidean distances for residual gene

expression between all pairs of samples using the euc function in the R package bioDist,127 maintained all pairs of same-sex,

same-age group (< or > 8 years), and cross-individual samples, and compared average distances between sex and age group com-

binations using Tukey’s HSD.

Interactive sex and aging effects
To investigate the potential interactive effects of sex and aging on macaque brain transcriptomes and how these effects may impact

our sex predictionmodels, we: 1) pulled results from our previous analysis of age-related changes inmacaque brain transcriptomes35

(age-related increase = b > 0, LFSR < 0.2; age-related decrease = b > 0, LFSR < 0.2); and 2) re-ran those analyses (using the same

model structure) withinmales and females only. Results are described for the top 5most influential genes in autosomal sex prediction

models for n = 8 regions with R1 misclassified sample.

Chromosome overrepresentation analysis
We tested for chromosome overrepresentation among sex-biased genes (LFSR < 0.05 in any region) using one-sided Fisher’s Exact

tests (fisher.test function in the R package stats; alternative = ‘greater’). We also ran this analysis on male- and female-biased gene

sets separately. p values for each chromosome were adjusted using the Bonferroni correction (p.adjust function in the R package

stats) and adjusted p values less than 0.05 were considered significant.

Tissue specificity
For each gene in the macaque dataset, we calculated t (a measure of tissue specificity) across all brain tissues sampled using the

following formula70,128:

t =

Si

�
1 --

lnðTPMiÞ
lnðTPMmaxÞ

�

N � 1

where N is the number of tissues examined, TPMi is themean TPMper genewithin each region, and TPMmax is the highest expression

level detected for a given gene over all tissues examined (i.e., maximum TPMi value). The value of t ranges from 0 to 1, with lower

values indicating an expression pattern that is evenly distributed through all tissues examined and higher t values indicating more

variation in expressional levels across tissues and, thus, a greater degree of tissue specificity. Following other studies,70 we did

not normalize the t calculations in order to reflect this biological reality of gene expression levels. For genes with expression values

approaching 0 and low TPMmax, calculations of t are subject to sampling stochasticity. In order to reduce this effect, TPMi was set to

1 for samples with no detected expression (i.e., less than 1 TPM).70 Per gene, wemodeled log(t) as a function of the absolute value of

the difference between male mean and female mean residual expression values (averaged across all samples). To test for a signif-

icant relationship between these variables, we: 1) calculated the Spearman rank order correlation; and 2) calculated the moving

average log(t) across non-overlappingwindow increments of 0.05 expression-level differences, and then calculated the best-fit linear

regression line for this moving average. We ran these analyses on all non-Y chromosome genes (as their expression is limited to

males).

Comparisons of loss-of-function (LOF) mutation tolerance
We used LoFtools129 to assign LOF metrics to each gene. This database is based on the ratio of loss-of-function to synonymous

mutations, with lower LoFtool percentiles representing more intolerance to functional variation. Homo sapiens gene names from

the LoFtools list were converted toMacaca mulatta Ensembl gene IDs using the bioMart R package, resulting in a set of 7786 orthol-

ogous genes. Per gene, we modeled LOF intolerance percentiles as a function of the absolute value of the difference between male

and female mean residual expression values (see above) across all samples and regions. We tested for a significant association be-

tween these variables as above (see tissue specificity).

Comparisons of genetic variance
For each gene within each region, the genetic variance of expression (Vu) was estimated from the EMMA models described above.

Per gene and within each region, we modeled log(Vu) as a function of the absolute value of the difference between male and female

mean residual expression values (see above). The structure of this data resulted in a bimodal distribution for estimated values of Vu,

so we evaluated the relationship between Vu and sex differences in expression separately within each distribution. This bimodality
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reflects estimates of Vu that are�0 versus those that are >0. This is reflected by observations that the pedigree does not improve the

likelihood of EMMREML models for genes in the lower Vu distribution (i.e., Vu � 0) (mean likelihood improvement = �1.44e�9),

whereas the pedigree improves the likelihood of EMMREML models for genes in the upper Vu distribution (i.e., Vu > 0) (mean likeli-

hood improvement = 0.49) (Figure S15). We tested for a significant association between these variables as above (see tissue

specificity).
e9 Cell Genomics 4, 100589, July 10, 2024
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Supplementary Figures 
 
 

 
 
Figure S1 | Age distribution of adult male and female macaques included in this study 
(see Methods) 
  



 

 
 
 
Figure S2 | Visualization of expression data obtained for study, related to Figure 1B.  
  
A) Principal components analysis (PCA) plot of expression data. Each point represents one 
sample (N=527). Colors and shapes indicate region (see legend). 
 
B) Principal components analysis (PCA) plot of expression data. Each point represents one 
sample (N=527). Colors indicate sex (see legend). 
 
C) t-SNE plot of expression data. Each point represents one sample (N=527). Colors and 
shapes indicate region (see legend). 
 
D) t-SNE plot of expression data. Each point represents one sample (N=527). Colors indicate 
sex (see legend). 
 
E) Uniform Manifold Approximation and Projection (UMAP) plot of expression data. Each point 
represents one sample (N=527). Colors and shapes indicate region (see legend). 
 
F) Uniform Manifold Approximation and Projection (UMAP) plot of expression data. Each point 
represents one sample (N=527). Colors indicate sex (see legend). 
  



 
 
Figure S3 | Hierarchical clustering of brain regions, related to Figure 1B. 
 
Dendrogram depicting hierarchical clustering of brain regions (using expression values 
averaged across samples within each region after removing batch effects). Approximately 
unbiased (AU) p-values (red) and bootstrap probability (BP) values (green) are depicted for 
each cluster. AU values are calculated using multiscale bootstrap resampling, while BP values 
are calculated by the ordinary bootstrap resampling.  
 
 



 

Figure S4 | Correlations of sex effects across regions, related to Figure 2A. 

A) Correlations are shown for un-shrunken sex effect sizes (from EMMREML) using cell type 
corrected data across regions. Of these inter-regional correlations, 83 are significantly positive 
(p<0.05), 15 are significantly negative (p<0.05), and are 7 not significant (p>0.05). Yellow = 
positive correlation, green = negative correlation, circle = weak correlation; oval = stronger 
correlation in the given direction.  
 
B) Correlations are shown for shrunken sex effect sizes (from MASHR) across regions. Of these 
inter-regional correlations, 105 are significantly positive (p<0.05). Yellow = positive correlation, 
green = negative correlation, circle = weak correlation; oval = stronger correlation in the given 
direction.  
 
C) Correlations are shown for shrunken sex effect sizes (from MASHR) using cell type corrected 
data across regions. Of these inter-regional correlations, 96 are significantly positive (p<0.05) 
and 9 are significantly negative (p<0.05). Yellow = positive correlation, green = negative 
correlation, circle = weak correlation; oval = stronger correlation in the given direction.  
 
  



 

 

Figure S5 | Comparisons of sex effects in macaques vs. humans, related to Figure 3A. 

Scatterplots of estimated sex effects for all one-to-one orthologous X chromosome genes (left) 
or autosomal genes (right). Green points represent genes with concordant sex-bias across 
species, while red points represent discordance.  
 
  



 

  

  

Figure S6 | Sex differences in estimated cell type proportions, related to Figure 3D. 

Violin plots of estimated surrogate proportion variables (SPVs) estimated using BRETIGEA (see 
Methods) for macaques (top) and humans (bottom) within each region (y-axis). Vertical dashed 
grey line indicates SPV = 0. Ast = astrocytes; End = endothelial; Mic = microglia; Neu = 
neurons, Oli = oligodendrocytes; OPC = oligodendrocyte precursor cells. 



 

Figure S7 | Comparisons of unadjusted vs. cell type-adjusted analyses, related to Figures 
4A-C. 
 
A) Counts of sex-biased genes identified using EMMREML (top) and mashr (bottom) on 
unadjusted expression data. M = male-biased, F = female-biased. 
 
B) Counts of sex-biased genes identified using EMMREML (top) and mashr (bottom) on cell-
type adjusted expression data. M = male-biased, F = female-biased.  
 
C) Sex effects (β) estimated for each gene within each region (x-axis: EMMREML, unadjusted 
expression data; y-axis: EMMREML, cell-type adjusted expression data) (positive values = 
male-biased; negative values = female-biased) 
 
D) Sex effects (β) estimated for each gene within each region (x-axis: mashr, unadjusted 
expression data; y-axis: EMMREML, unadjusted expression data) (positive values = male-
biased; negative values = female-biased) 
 
E) Sex effects (β) estimated for each gene within each region (x-axis: EMMREML, cell-type 
adjusted expression data; y-axis: mashr, cell-type adjusted expression data) (positive values = 
male-biased; negative values = female-biased) 
 
F) Sex effects (β) estimated for each gene within each region (x-axis: mashr, unadjusted 
expression data; y-axis: mashr, cell-type adjusted expression data) (positive values = male-
biased; negative values = female-biased). Estimated sex effects tended to be in the same 
direction (i.e., male- or female-biased) whether cell type proportions were considered (74% 
concordance across all estimated effects; 99% concordance across effects that were significant 
in at least one analysis; ρ = 0.635, p < 2.20e-16). 
  



 

Figure S8 | Results for cell-type adjusted mashr analyses, related to Figures 4A-C. 

A) Stacked bar chart of the number of sex-biased genes shared across different numbers of 
regions. 3.3% (422/12672) of brain expressed genes were differentially expressed in at least 
one region, and most of these genes exhibited sex-bias in a majority of regions (58.8% were 
biased in at least 8 tissues). 
 
B) Proportions of genes on each chromosome that are not biased in any region (grey), female-
biased in at least 1 region (purple), or male-biased in at least 1 region (yellow). Of the identified 
sex-biased genes, 9% were X-linked, 2% were Y-linked, and 89% were autosomal. 
 
C) Violin plots of sex effect sizes for sex-biased autosomal versus X chromosome genes. 
Female-biased genes exhibited significantly larger (t-test: p < 0.001) magnitudes of their sex 
effects (mean |β| = 0.10) than male-biased genes (mean |β| = 0.07; excluding N = 9 Y 
chromosome genes, which are not expressed in females). In particular, female-biased X-
linked genes exhibited significantly larger sex effects (N=25 genes; mean |β| = 0.20) than either 
male-biased X-linked genes (N = 14; mean |β| = 0.10; Tukey’s HSD padj < 0.001) or sex-biased 
autosomal genes (female: N = 196, mean |β| = 0.08, padj < 0.001; male: N = 183: mean |β| = 
0.07, padj < 0.001).   
 

  



 

 

Figure S9 | Comparisons of macaque vs. human disease and motif enrichments, related 
to Figures 4D and 5. 

A) D values for N=1257 diseases across primary and cell-type-corrected analyses (direction = 
male-biased; ρ = 0.722; p < 2.2e-16) 
 
B) D values for N=1257 diseases across primary and cell-type-corrected analyses (direction = 
female-biased; ρ = 0.704; p < 2.2e-16) 
 
C) ORs for N=414 motifs across primary and cell type-corrected analyses for male-biased 
genes (ρ = 0.278; p = 3.048e-15) 
 
D) ORs for N=414 motifs across primary and cell type-corrected analyses for female-biased 
genes (ρ = 0.542; p < 2.2e-16) 
 
E) ORs for N=414 motifs across primary and cell type-corrected analyses for sex-biased genes 
(ρ = 0.552; p < 2.2e-16) 



 

 
 
Figure S10 | Similarities across disease enrichment methods, related to Figure 5 (see 
Methods). 
 
Correlations between disease enrichment scores across three approaches for macaque data 
(top left), macaque cell type-corrected data (top right), and human data (bottom). “inc.fet.score” 
= odds ratios (male-biased genes); “dec.fet.score” = odds ratios (female-biased genes); 
“inc.kst.score” = D-values (male-biased genes); “dec.kst.score” = D-values (female-biased 
genes); “gsea.es” = GSEA enrichment score (positive = male-biased, negative = female-
biased); “gsea.nes” = GSEA normalized enrichment score (positive = male-biased, negative = 
female-biased). For the purposes of the correlation plot for the human data, diseases without 
enrichment scores (gsea.es = NA) were removed, and ORs = Inf were set to 15.  
 

  



 

Figure S11 | Per sample sex prediction probabilities, related to Figure 6A. 

A-F) Boxplots of prediction probabilities of the known sex per individual (top row) and region 
(bottom row). Dots indicate values for individual samples. Purple boxes = female, yellow boxes 
= male, black dots = correctly classified samples, red dots = incorrectly classified sample 
(prediction probability of correct sex < 0.5). Results are shown separately for models run 
incorporating all X chromosome and autosomal genes (A,B), X chromosome genes only (C,D), 
and autosomal genes only (E,F).  
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Figure S12 | Sex prediction probability (mean and sd) as a function of sex, related to 
Figure 6B. 

A) Average prediction probability of known sex as a function of age (years) for females (purple) 
and males (yellow) or models run incorporating all X chromosome and autosomal genes (all: 
estimate = -0.003750, p = 0.0606; females: estimate = -0.003259, p = 0.00798; males: estimate 
= -0.007654, p = 0.0893) 
 
B) Average standard deviation of prediction probability of known sex as a function of age (years) 
for females (purple) and males (yellow) or models run incorporating all X chromosome and 
autosomal genes (all: estimate = 0.010668, p = 0.0089; females: estimate = 0.009981, p = 
0.0115; males: estimate = 0.01698, p = 0.0426) 
 
C) Average prediction probability of known sex as a function of age (years) for females (purple) 
and males (yellow) or models run incorporating X chromosome genes only (all: estimate = -
0.002656, p = 0.211; females: estimate = -0.002640, p = 0.202; males: estimate = -0.005653, p 
= 0.17) 
 
D) Average standard deviation of prediction probability of known sex as a function of age 
(years) for females (purple) and males (yellow) or models run incorporating X chromosome 
genes only (all: estimate = 0.008390, p = 0.0469; females: estimate = 0.008853, p = 0.0853; 
males: estimate = 0.012116, p = 0.0983) 
 
E) Average prediction probability of known sex as a function of age (years) for females (purple) 
and males (yellow) or models run incorporating autosomal genes only (all: estimate = -
0.005151, p = 0.0158; females: estimate = -0.003971, p = 0.00482; males: estimate = -
0.010242, p = 0.0356) 
 
F) Average standard deviation of prediction probability of known sex as a function of age (years) 
for females (purple) and males (yellow) or models run incorporating autosomal genes only (all: 
estimate = 0.012182, p = 0.00411; females: estimate = 0.011033, p = 0.00782; males: estimate 
= 0.019074, p = 0.0315) 



 

Figure S13 | Sex prediction probability (mean and standard deviation) as a function of 
sex, related to Figure 6B. 

A) Prediction probability per individual (<=8 years group), averaged across regions and 
simulations (estimate = -0.037, p = 0.282). 
 
B) Prediction probability per individual (>8 years group), averaged across regions and 
simulations (estimate = -0.004, p = 0.509). 
 
C) Prediction probability per individual (combined results from separate analyses of both age 
groups), averaged across regions and simulations (estimate = -0.006, p = 0.139). 
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Figure S14 | Relative importance of X chromosome genes for sex prediction in macaques 
vs. humans, related to Figure 6D. 

A) Relevance is summed across regions in both studies (ρ = 0.222, p = 0.006). 
 
B) Relevance is averaged across regions in both studies (ρ = 0.0170, p = 0.038). 
 
  



 

Figure S15 | Difference in likelihood between models that include the pedigree and those 
that do not, related to Figure 7B (see Methods).  

“high Vu” group = log(Vu) > -15; “low Vu” group = log(Vu) < -15 

  



 

Figure S16 | Genetic variance as a function of sex-biased expression, related to Figure 
7B. 

Figure 4C with directional (instead of absolute) sex-bias (x-axis). Genetic variance (log) as a 
function of the difference in mean residual expression per gene and region (male-bias and 
upper Vu:  ρ = 0.286; female-bias and upper Vu: -0.248; male-bias and lower Vu:  ρ = 0. 315; 
female-bias and lower Vu: -0. 290; all p-values < 2.2e-16). 

  



 
 
 

 
 

Figure S17 | Confirming chromosomal sex of samples using Y chromosome gene 
expression (see Methods). 

Mean expression (TPM) of all Y genes for female and male samples. Reads were mapped to 
the original (non-sex specific) transcriptome. The female reads detected here represent the 
gametologues (X-Y homologues) and are not present in the sex-specific mapped data used in 
the manuscript. Boxplots indicate the median (black horizontal line), first and third quartiles (i.e., 
interquartile range, IQR; lower and upper hinges), and ranges extending from each to 1.5 x IQR 
beyond each hinge (whiskers). Points represent individual genes that are outliers (i.e., beyond 
whiskers). 

  



  
  

 

Figure S18 | Estimated cell type proportions across two methods, related to Figure 4A-C 
(see Methods). 

A) CIBERSORT proportions in macaques for each region. 

B) CIBERSORT proportions in humans for each region. 

C) Correlations between CIBERSORT cell type proportions and BRETIGEA surrogate 
proportion variables across all macaque samples (astro = astrocytes, ρ = -0.070, p = 0.106; 
micro = microglia, ρ = 0.251, p = 5.728e-09; oligo = oligodendrocytes, ρ = 0.455, p = < 2.2e-16; 
opc = OPCs, 0.135, p = 0.002; neuron = neurons in BRETIGEA and glutaminergic + GABAergic 
neurons in CIBERSORT, ρ = 0.166, p < 0.001; endo/vasc = endothelial in BRETIGEA and 
vascular in CIBERSORT, ρ = 0.280, p < 7.216e-11).  

D) Correlations between CIBERSORT cell type proportions and BRETIGEA surrogate 
proportion variables across all human samples (astro = astrocytes, ρ = -0.399, p = < 2.2e-16; 
micro = microglia, ρ = 0.632, p < 2.2e-16; oligo = oligodendrocytes, ρ = 0.656 p = < 2.2e-16; opc 
= OPCs, ρ = 0.020, p = 0.641; neuron = neurons in BRETIGEA and glutaminergic + GABAergic 
neurons in CIBERSORT, ρ = 0.327, p = 1.982e-15; endo/vasc = endothelial in BRETIGEA and 
vascular in CIBERSORT, ρ = 0.626, p < 2.2e-16). 



 

Figure S19 | Interindividual variation in expression of sex-predictive genes, related to 
Figure 6A (see Methods). 

Boxplots of the residual expression values for the most influential gene in a given region from X 
chromosome gene models (left: NLGN4X in CA3; right: ZRSR2 in DG). The red point represents 
the misclassified female sample. In humans, ZRSR2 escapes and NLGN4X variably escapes 
XCI. Boxplots indicate the median (black horizontal line), first and third quartiles (i.e., 
interquartile range, IQR; lower and upper hinges), and ranges extending from each to 1.5 x IQR 
beyond each hinge (whiskers). Points represent individual genes that are outliers (i.e., beyond 
whiskers). 
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