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Supplemental note I: Notation and preliminaries

The following is a list of notations that we will use for the mathematical proofs in the following appendices. Here
v denotes a vector, and A a matrix.

• ∥v∥p ≡ (
∑

i v
p
i )

1
p denotes the p-norm of the vector v. In the p → ∞ limit, it becomes the max norm,

∥v∥∞ ≡ maxi |vi|.

• ∥A∥op,p is the pth Schatten norm of A i.e. the p−norm of the singular values of A. Note that ∥A∥op := ∥A∥op,∞
is also the operator norm of A, i.e. the ∥A∥op,∞ = supx,∥x∥2=1 ∥Ax∥2 and ∥A∥op,1 denotes the trace norm, i.e.
the 1-Schatten norm of A.

• For a superoperator A, we define the ∥A∥p→p = maxO,∥O∥op,p=1 ∥A(O)∥op,p. We define the completely bounded
version of this norm, ∥A∥p→p,cb = supn≥2 ∥A ⊗ idn∥p→p, which is stable under tensor product. Furthermore, as
is standard, we will use ∥A∥⋄ := ∥A∥1→1,cb.

• vec(A) denotes the vectorization of A, i.e. the vector whose components are the matrix elements of A. The
precise order in which the matrix elements are arranged in the vector will not be relevant for our proofs, and
can be arbitrarily chosen.

• Unless otherwise mentioned, ∥v∥, where v is a vector, will denote its ℓ2 norm and ∥O∥, where O is an operator,
will be its operator norm.

In our analysis of Gaussian fermion models, we will assume that for each site x ∈ Zd
L, there are D fermionic modes.

Suppose anx , for x ∈ Zd
L and n ∈ {1, 2 . . . D} be the fermionic annihilation operator corresponding to the nth fermion

mode at the site x. The Majorana operators, c2n−1
x , c2nx associated with this mode will be

c2n−1
x =

1√
2

(
an

†

x + anx
)
and c2nx =

1√
2i

(
an

†

x − anx
)
.

In most of the proofs, we will not need to distinguish between the two Majorana operators and will represent them
as cαx with the index α ∈ {1, 2 . . . 2D}. For a Hermitian operator O expressed as a quadratic form over the Majorana
operators cαx ,

O =
∑

x,y∈Zd
L

2D∑
α,β=1

oα,βx,y c
α
xc

β
y , (1)

we will denote by Õ the matrix of coefficients oα,βx,y , with the indices (x, α) corresponding to the rows and (y, β)

corresponding to the columns. We will assume, without loss of generality and unless otherwise mentioned, that Õ is
a Hermitian matrix with purely imaginary matrix elements.

Unless otherwise mentioned, n will be used for the number of spins or fermionic modes in the lattice system under
consideration. For Gaussian fermionic models considered in this paper, defined on the lattice Zd

L and with D fermions
per site, we will use N = Ld to denote the number of lattice sites and therefore n = DN .

We will need the following two lemmas:

∗ Both authors contributed equally.
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Lemma 1. Let M ∈ Cn×m such that |Mij | ≤ δ, ∀i, j, the rows of M have at most mr nonzero elements and the
columns of M have at most mc nonzero elements, then ∥M∥op ≤ √

mcmrδ.

Proof. Let v ∈ Cm be a vector, and denote Ri ≡ {j|Mij ̸= 0}, Cj ≡ {i|Mij ̸= 0}. Note that, by assumption,
|Ri| ≤ mr ∀i, |Cj | ≤ mc ∀j. Then,

∥Mv∥2 =

n∑
i=1

∣∣∣∣ ∑
j∈Ri

Mijvj

∣∣∣∣2

≤
n∑

i=1

∑
j∈Ri

|Mij |2
∑
k∈Ri

|vk|2


≤
n∑

i=1

|Ri|δ2
∑
k∈Ri

|vk|2 ≤ mrδ
2

n∑
i=1

∑
k∈Ri

|vk|2

= mrδ
2

n∑
k=1

∑
i∈Ck

|vk|2 = mrδ
2

n∑
k=1

|Ck||vk|2

≤ mrmcδ
2∥v∥2 =⇒ ∥M∥op ≤

√
mrmcδ.

Lemma 2. Given bounded Hermitian operators H and H ′, for any bounded operator O∥∥∥eiH′tOe−iH′t − eiHtOe−iHt
∥∥∥
op

≤ 2∥O∥op∥H −H ′∥opt.

Proof. Consider the operator Õ(t) ≡ e−iHteiH
′tOe−iH′teiHt. Note that

d

dt
Õ(t) = i

[
e−iHt(H ′ −H)eiH

′tOe−iH′teiHt − e−iHteiH
′tOe−iH′t(H ′ −H)eiHt

]
,

and consequently, ∥∥∥∥ ddtÕ(t)

∥∥∥∥ ≤ 2∥H −H ′∥∥O∥.

We then immediately obtain that∥∥∥eiH′tOe−iH′t − eiHtOe−iHt
∥∥∥ ≤

∫ t

0

∥∥∥∥ ddsÕ(s)

∥∥∥∥ ds ≤ 2∥O∥∥H −H ′∥t.

Supplemental note II: Gaussian fermion models

A. Proof of proposition 1 (Dynamics of Gaussian fermion models)

We first derive an equation of motion for the correlation matrix Γ of the Gaussian fermionic quantum simulator
model, including the non-Markovian decohering errors, described in the main text. It is convenient to consider a
system-environment Hamiltonian Ĥ(t)

Ĥ(t) = H +
∑
j,x

(
B†

j,x(t)Lj,x + L†
j,xBj,x(t)

)
+

∑
j,x

(
A†

j,x(t)Qj,x +Q†
j,xAj,x(t)

)
,

where {Bj,x(t), B
†
j′,x′(t′)} = δx,x′δj,j′δ(t − t′) and {Aj,x(t), A

†
j′,x′(t′)} = δj,j′δx,x′Kj,x(t − t′). Furthermore, we also

assume that the environments corresponding to the operators Bj,x(t) and Aj,x(t) are independent by enforcing

{Aj,x(t), B
†
j′,x′(t′)} = 0. Since the operators Bj,x(t) are delta function correlated, it can easily be verified that
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tracing out the environment correspnding to these operators effectively yields a master equation with jump operators
Lj,x. Now, we derive a set of dynamical equations for the correlation matrix

(Γ(t))α,βx,y =
1

2
Tr

(
[cαx , c

β
y ]ρ(t)

)
=

1

2
Tr

(
[cαx(t), c

β
y (t)]ρ(0)

)
= Tr

(
cαx(t)c

β
y (t)ρ(0)

)
− 1

2
δα,βδx,y.

where cαx(t) = Û(0, t)cαx Û(t, 0), with Û(t, s) being the propagator corresponding to Ĥ(t) and ρ(0) is the initial system-
environment state, which we assume to be vacuum for the environment. It is convenient to introduce the two-point
correlation matrix (

Λ(t, s)
)α,β
x,y

= Tr
(
cαx(t)c

β
y (s)ρ(0)).

It can be noted that Γ(t) = Λ(t, t)− I2n/2 and ΛT (t, t) = I2n − Λ(t, t).

Lemma 3. Assuming that the environment is initially in the vacuum state, the correlation matrix Γ(t) satisfies,

d

dt
Γ(t) = XΓ(t) + Γ(t)XT + Y + Z(t),

where

X = −iH̃ − 1

2
(Q̃+ Q̃∗),

Y =
1

2

(
Q̃− Q̃∗),

Z(t) =
1

2

∫ t

0

(
L̃∗(s− t)ΛT(t, s) + ΛT(t, s)L̃†(s− t)− L̃(t− s)Λ(s, t)− Λ(s, t)L̃T(t− s)

)
ds,

with Q̃, L̃(τ) ∈ C2n×2n being given by,(
Q̃
)α,β
x,y

=
∑
j,z

qαj,z;xq
β∗

j,z;y and
(
L̃(τ)

)α,β
x,y

=
∑
j,z

Kj,z(τ)l
α
j,z;xl

β∗

j,z;y.

Proof : Our starting point are the Heisenberg equations of motion for cαx(t),

i
d

dt
cαx(t) = 2

∑
y,β

hα,βx,y c
β
y (t) +

∑
j,z

(
qα∗j,z;xAj,z(t; t)− qαj,z;xA

†
j,z(t; t)

)
+

∑
j,z

(
lα∗j,z;xBj,z(t; t)− lαj,z;xB

†
j,z(t; t)

)
, (2)

where Aj,z(τ ; t) = U(0, t)Aj,z(τ)U(t, 0) and Bj,z(τ ; t) = U(0, t)Bj,z(τ)U(t, 0). Furthermore, we can also obtain and
integrate the Heisenberg equations of motion for Aj,z(τ ; t) and Bj,z(τ ; t) to obtain

d

dt
Aj,z(τ ; t) = −i

∑
β,y

qβj,z;yc
β
y (t)δ(t− τ) =⇒ Aj,z(t; t) = Aj,z(t)−

i

2

∑
β,y

qβj,z;yc
β
y (t) and

d

dt
Bj,z(τ ; t) = −i

∑
β,y

lβj,z;yc
β
y (t)Kj,z(τ − t) =⇒ Bj,z(t; t) = Bj,z(t)− i

∑
β,y

qβj,z;y

∫ t

0

Kj,z(t− s)cβy (s)ds.

Since ρ(0) is assumed to be in the vacuum state in the environments corresponding to annihilation operators Aj,x(t)
and Bj,x(t), it then follows that

Aj,z(t; t)ρ(0) = − i

2

∑
β,y

qβj,z;yc
β
y (t)ρ(0) and Bj,z(t; t)ρ(0) = −i

∑
β,y

qβj,x;y

∫ t

0

Kj,z(t− s)cβy (s)ρ(0)ds. (3)

Now, we can obtain a differential equation for the correlation matrix element (Γ(t))α,βx,y — from its definition, it follows
that

d

dt

(
Γ(t)

)α,β
x,y

=
1

2
Tr

(
d

dt
cαx(t)c

β
y (t)ρ(0)

)
+

1

2
Tr

(
cαx(t)

d

dt
cβy (t)ρ(0)

)
,

= −i
(
[H̃,Γ(t)]

)α,β
x,y

+
i

2

∑
j,z

(
qαj,z;xTr

(
cβy (t)ρ(0)A

†
j,z(t; t)

)
+ qα

∗

j,z;xTr
(
cβy (t)Aj,z(t; t)ρ(0)

))
.
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Furthermore, using Eqs. 2 and 3, we obtain that

Tr

(
d

dt
cαx(t)c

β
y (t)ρ(0)

)
= −i

(
H̃Λ(t, t)

)α,β
x,y

+ i
∑
j,z

(
qαj,z;xTr

(
cβy (t)ρ(0)A

†
j,z(t; t)

)
+ qα

∗

j,z;xTr
(
cβy (t)Aj,z(t; t)ρ(0)

))

+ i
∑
j,z

(
lαj,z;xTr

(
cβy (t)ρ(0)B

†
j,z(t; t)

)
+ lα

∗

j,z;xTr
(
cβy (t)Bj,z(t; t)ρ(0)

))
,

= −i
(
H̃Λ(t, t)

)α,β
x,y

− 1

2

∑
j,z,α′,x′

(
qαj,z;xq

α′∗

j,z;x′Tr
(
cα

′

x′ (t)cβy (t)ρ(0)
)
− qα

∗

j,z;xq
α′

j,z;x′Tr
(
cβy (t)c

α′

x′ (t)ρ(0)
))

− 1

2

∑
j,z,α′,x′

∫ t

0

Kj,z(t− s)

(
lαj,z;xl

α′∗

j,z;x′Tr
(
cα

′

x′ (s)cβy (t)ρ(0)
)
− lα

∗

j,z;xl
α′

j,z;x′Tr
(
cβy (t)c

α′

x′ (s)
))
ds,

=

(
− iH̃Λ(t, t)− 1

2

(
Q̃Λ(t, t)− Q̃∗ΛT(t, t)

)
− 1

2

∫ t

0

(
L̃(t− s)Λ(s, t)− L̃∗(s− t)ΛT(t, s)

)
ds

)α,β

x,y

, (4)

A similar manipulation yields that

Tr

(
cαx(t)

d

dt
cβy (t)ρ(0)

)
=

(
− iΛ(t, t)H̃T − 1

2

(
Λ(t, t)Q̃T − ΛT(t, t)Q̃†)− 1

2

∫ t

0

(
Λ(s, t)L̃T(t− s)− ΛT(t, s)L̃†(s− t)

)
ds

)α,β

x,y

. (5)

From Eqs. 4 and 5, together with the facts that Λ(t, t) = Γ(t) + I2n/2,Λ
T(t, t) = −Γ(t) + I2n/2, we then obtain the

dynamical equation for Γ(t). □
Suppose that in the absence of any errors and noise, our target is to implement a spatially local Hamiltonian H

and jump operators Qj,x. In the presence of errors and noise, we instead implement a perturbed Hamiltonian H ′

described by coefficients hα,β
′

x,y , perturbed jump operators Q′
j,x described by coefficients q′

α
j,x;y, as well as interaction

with a decohering environment captured by the operators Lj,x described by coefficients lαj,x;y which satisfy

|hα,βx,y − h′
α,β
x,y | ≤ δ, |qαj,x;y − q′

α
j,x;y| ≤ δ and |lαj,x;y| ≤

√
δ.

Lemma 4. Let ay,βx,α, a
′y,β
x,α ∈ C for x, y ∈ Zd

L, α, β ∈ {1, 2 . . . 2D} satisfy ay,βx,α, a
′y,β
x,α = 0 if d(x, y) > R and bαj,x;y, b

′α
j,x;y ∈

C for x, y ∈ Zd
L, j ∈ {1, 2 . . . nL}, α ∈ {1, 2 . . . 2D} be such that bαj,x;y, b

′α
j,x;y = 0 if d(x, y) > R. Furthermore, ∃a0 >

0 : |ay,βx,α| ≤ a0 ∀x, y, α, β, ∃b0 > 0 : |bαj,x;y| ≤ b0 ∀x, y, j, α and ∃δ > 0 : |ay,βx,α − a′
y,β
x,α|, |bαj,x;y − b′

β
j,x;y| ≤ δ ∀x, y, j, α, β.

Denote by A,A′ ∈ C2n×2n the matrices formed by ay,βx,α, a
′y,β
x,α with (x, α) corresponding to the rows and (y, β)

corresponding to the columns, and by B,B′ ∈ CnLN×2n the matrices formed by bαj,x;y, b
′α
j,x;y with (j, x) corresponding

to the rows and (y, α) corresponding to the columns. Then,

∥A∥ ≤ 2D(2R+ 1)da0, ∥B∥ ≤
√

2DnL(2R+ 1)db0,

∥A−A′∥ ≤ 2D(2R+ 1)dδ, ∥B†B −B′†B′∥ ≤ 4DnL(2R+ 1)2d(2b0δ + δ2).

Proof. The proof of this lemma is a repeated application of lemma 1. We note that the matrices A,A′ have at most
2D(2R+1)d non-zero element in any row or column. The matrices B,B′ have at most nL(2R+1)d non-zero elements
in their columns and at most 2D(2R+1)d non-zero elements in their rows. Thus, from lemma 1, we obtain the bounds

∥A∥ ≤ 2D(2R+ 1)da0, ∥A′∥ ≤ 2D(2R+ 1)da′0, ∥B∥ ≤
√
2DnL(2R+ 1)db0, ∥B′∥ ≤

√
2DnL(2R+ 1)db′0.

where a′0 = a0 + δ and b′0 = b0 + δ are upper bounds on the coefficients |a′y,βx,α| and |b′αj,x;y| respectively. Since A−A′

also has at most 2D(2R+ 1)d non-zero element in any row or column, it immediately follows that

∥A−A′∥ ≤ 2D(2R+ 1)dδ.
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Furthermore, since B − B′ has at most nL(2R + 1)d non-zero elements in its columns and at most 2D(2R + 1)d

non-zero elements in its rows

∥B −B′∥ ≤
√
2DnL(2R+ 1)dδ.

We can now estimate ∥B†B −B′†B′∥:

∥B†B −B′†B′∥ = ∥B†(B −B′) + (B† −B′†)B′∥,
≤ (∥B∥+ ∥B′∥)∥B −B′∥,
≤ 4DnL(2R+ 1)2d(2b0δ + δ2).

Finally, we provide an upper bound on Z(t) defined in lemma 3 — for this, we assume an upper bound on the

kernels are Kj,z(τ) = {Bj,z(τ), B
†
j,z(0)}. We consider kernels which can also contain delta functions i.e. Kj,z(τ) to be

of the form

Kj,z(τ) = Kc
j,z(τ) +

M∑
i=1

kij,zδ(τ − τi),

where Kc
j,z(τ) is a continous function of τ . Then, we define a kernel K(τ) by

K(τ) = Kc(τ) +

M∑
i=1

kiδ(τ − τi) where K
c(τ) = sup

j,z
|kcj,z(τ)| and ki = sup

j,z
|kij,z|.

The kernel K(τ) can be considered as a distributional upper bound on Kj,z(τ) i.e. for any continuous and compactly
supported function f , ∣∣∣∣∫

R
Kc

j,z(τ)f(τ)dτ

∣∣∣∣ ≤ ∫
R
K(τ)|f(τ)|dτ.

In the following lemma, under the assumption that K(τ) has a bounded integral, we provide an upper bound on Z(t).

Lemma 5. If
∫
RK(τ)dτ ≤ 1 and |lαj,z;x| ≤

√
δ, then ∥Z(t)∥ ≤ 2

√
2DnL(2R+ 1)dδ, where Z(t) is defined in lemma 3.

Proof. First, we will establish that ∥Λ(t, s)∥ ≤ 1 for any t, s. For this, we consider two vectors v, u ∈ C2n and upper
bound |v†Λ(t, s)u|. From the definition of Λ(t, s), we have that

|v†Λ(t, s)u| =

∣∣∣∣∣∣
∑
x,y

2D∑
α,β=1

vα
∗

x Tr[cαx(t)c
β
y (s)ρ(0)]u

β
y

∣∣∣∣∣∣ ≤ ∣∣Tr(c†v(t)cu(s)ρ(0))∣∣ ≤ ∥cv(t)∥∥cu(s)∥ = ∥cv∥∥cu∥, (6)

where we have defined the operator cv =
∑

x

∑2D
α=1 v

α
x c

α
x . Now, to bound ∥cv∥, we note that {cv, c†v} = ∥v∥2I, and

therefore

c†vcv = ∥v∥2I − cvc
†
v ≺ ∥v∥2I =⇒ ∥cv∥ ≤ ∥v∥. (7)

Therefore, from Eqs. 6 and 7, we obtain that ∥Λ(t, s)∥ = supv,u∈C2n |v†Λ(t, s)u|/∥v∥∥u∥ ≤ 1.
Let us now consider bounding Z(t) defined in lemma 3. We will provide a detailed analysis for an upper bound on

one of the four terms appearing in Z(t) — the other terms can be bounded similarly. Consider the first term — we
have that

∥∥∥∥∫ t

0

L̃∗(s− t)ΛT(t, s)ds

∥∥∥∥ = sup
v,u∈C2n

∥v∥,∥u∥=1

∣∣∣∣∫ t

0

v†L̃∗(s− t)ΛT(t, s)uds

∣∣∣∣ =
∣∣∣∣∣∣∣ sup

v,u∈C2n

∥v∥,∥u∥=1

∫ t

0

v†L̃∗(s− t)w(s)ds

∣∣∣∣∣∣∣ ,
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where w(s) = ΛT(t, s)u. Now, by the definition of K(s), we obtain∣∣∣∣∫ t

0

v†L̃∗(s− t)w(s)ds

∣∣∣∣ =
∣∣∣∣∣∣
∫ t

0

∑
j,z

∑
x,α

∑
x′,α′

K∗
j,z(s− t)vα

∗

x lα
∗

j,z;xl
α′

j,z;x′wα′

x′ (s)ds

∣∣∣∣∣∣ ,
≤

∫ t

0

K(s− t)
∑
j,z

∣∣∣∣∣∣
∑
x,α

∑
x′,α′

vα
∗

x lα
∗

j,z;xl
α′

j,z;x′wα′

x′ (s)

∣∣∣∣∣∣ ds,
≤

∫ t

0

K(s− t)|v|TL̃m|w(s)|ds,

where |v| and |w(s)| are vectors formed by taking the absolute values of v and w(s) respectively, and L̃m ∈ R2n×2n is
a matrix given by (

L̃m

)x′,α′

x,α
=

∑
j,z

|lαj,z;x||lα
′

j,z;x′ |.

Now, from lemma 4, it follows that ∥L̃m∥ ≤
√
2DnL(2R + 1)dδ, and consequently |v|TL̃m|w(s)| ≤

√
2DnL(2R +

1)dδ∥v∥∥w(s)∥ ≤
√
2DnL(2R+1)dδ∥v∥∥u∥, where we have used the previously shown fact of ∥Λ(t, s)∥ ≤ 1. Thus, we

have that ∣∣∣∣∫ t

0

v†L̃∗(t− s)w(s)ds

∣∣∣∣ ≤ √
2DnL(2R+ 1)dδ∥v∥∥u∥

∫ t

0

K(s− t)ds ≤
√
2DnL(2R+ 1)dδ∥v∥∥u∥,

and therefore ∥∥∥∥∫ t

0

L̃∗(t− s)ΛT(t, s)ds

∥∥∥∥ ≤
√

2DnL(2R+ 1)dδ.

Performing a similar analysis to the remaining three terms in Z(t), we obtain that ∥Z(t)∥ ≤ 2
√
2DnL(2R+ 1)dδ.

Proof (of proposition 1). In this proof, we will follow the notation introduced in lemma 3 and use unprimed matrices
for the noiseless (target) problem, and primed matrices for the noisy problem. From lemma 4, it follows that

∥X −X ′∥ ≤ ∥H̃ − H̃ ′∥+ ∥Q̃− Q̃′∥ ≤ δX := 2D(2R+ 1)dδ + 4DnL(2R+ 1)2d(2δ + δ2),

and

∥Y − Y ′∥ ≤ ∥Q̃− Q̃′∥ ≤ δY := 4DnL(2R+ 1)2d(2δ + δ2).

In the absence of noise and errors, the correlation matrix Γ(t) is governed by the differential equation

d

dt
Γ(t) = XΓ + ΓXT + Y =⇒ Γ(t) = eXtΓ(0)eX

Tt +

∫ t

0

eX(t−s)Y eX
T(t−s)ds.

Note that we have set Z(t) = 0, since in the noiseless problem there is no decohering environment. In the presence of
noise and errors, we instead obtain that

d

dt
Γ′(t) = X ′Γ′(t) + Γ′(t)X ′T + Y ′ + Z ′(t),

from which it follows that

Γ′(t)− Γ(t) =

∫ t

0

eX(t−s)

(
(X ′ −X)Γ′(t) + Γ′(t)(X ′ −X)T + (Y ′ − Y ) + Z ′(s)

)
eX

T(t−s)ds. (8)

We have already established in lemma 5 that ∥Z ′(t)∥ ≤ δZ = 2
√
2DnL(2R + 1)dδ. Furthermore, we note that

∥eXt∥ = ∥eXTt∥ ≤ ∥e(X+XT)t/2∥ ≤ 1 (theorem IX.3.1 of Ref. [1]), where we have used the fact that X + XT ⪯ 0.
Consequently, from Eq. 8, we have that

∥Γ′(t)− Γ(t)∥ ≤ t(2δX + δY + δZ) ≤ O(δt).
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From this bound, we can now conclude a bound on the error in a quadratic observables. Suppose O is a quadratic
observable specified by the coefficients oα,βx,y i.e. as per Eq. 1, O is given by

O =
∑

x,y∈Zd
L

2D∑
α,β=1

oα,βx,y c
α
xc

β
y .

Let O and O′ be respectively the noisy and noiseless expected values of this observable. Then,

|O − O′| = |Tr
(
Õ(Γ(t)− Γ′(t))

)
| ≤ ∥Õ∥op,1∥Γ(t)− Γ′(t)∥,

where Õ is the matrix of coefficients oα,βx,y with (x, α) corresponding to the row index and (y, β) corresponding to

the column index. Since we have already established ∥Γ(t)− Γ′(t)∥ ≤ O(δt), it only remains to prove that ∥Õ∥op,1
is bounded above by a system-size independent constant. Observe that since O only acts on k sites, Õ has at
most 2kD nonzero eigenvalues, thus ∥Õ∥op,1 ≤ 2kD∥Õ∥. Assuming the observable to be normalized such that

∥O∥ ≤ 1 =⇒ ∥Õ∥ ≤ 1, we thus obtain that |O − O′| ≤ O(δt).

B. Proof of proposition 2 (Ground states of local Gaussian fermionic models)

In this appendix we will prove the stability of the expectation value of a translationally invariant, k-locally generated
Gaussian observable on the ground state of a quadratic Hamiltonian. We first provide a lemma that uses the translation
invariance of a local observable to provide an error bound.

Lemma 6. Consider a quadratic operator O which is translationally invariant and expressible as

O =
1

n

∑
x∈Zd

L

τx(O0),

where n = Ld is the number of sites in Zd
L, O0 is a quadratic operator with a support on at most k sites and τx is a

super-operator that translates an operator by x, then for any quadratic operator A0,∣∣Tr(O†A0)
∣∣ ≤ 4D2k

n
∥Õ0∥∥Ã0∥op,1.

Proof. We note that

Tr(Õ†Ã0) =
1

n

∑
x∈Zd

L

Tr
(
Õ0τ

†
x(Ã0)) =

1

n

∑
x∈Zd

Tr
(
Õ0τ−x(Ã0)

)
.

Define A ≡ n−1
∑

x∈Zd
L
τ−x(A0). We note that A is translationally invariant on the underlying lattice — consequently,

if F is the n × n Fourier transform matrix, then FD = F ⊗ I2D block diagonalizes Ã i.e. FDÃF
†
D will be a block

diagonal matrix with n blocks of size 2D × 2D. Then we use∣∣∣Tr(Õ†Ã0)
∣∣∣ = ∣∣∣Tr(F †

DÕ
†FDF

†
DÃFD)

∣∣∣ ≤ ∥∥∥vec(F †
DÕ0FD

)∥∥∥
∞

∥∥∥vec(F †
DÃFD)

∥∥∥
1

where we have applied Hölder’s inequality to the norms of the vectorized matrices. Now we bound each of the factors
in the right hand side. Since the operator O0 has support only k sites, Õ0 only has 2Dk × 2Dk non-zero elements.
Suppose that ΠO0

is a diagonal matrix with 1s on the entries that correspond to non-zero elements of Õ0 — it then

follows that Õ0 = ΠO0
Õ0ΠO0

. We further note that if fi is the i
th column of FD then∥∥∥vec(F †

DÕ0FD

)∥∥∥
∞

= sup
i,j

∣∣∣f†i ΠO0
Õ0ΠO0

fj

∣∣∣ ≤ ∥Õ0∥ sup
i,j

∥ΠO0
fi∥∥ΠO0

fj∥ =
2Dk

n
∥Õ0∥,

where we have used that each entry of FD has magnitude 1/
√
n since it is the Fourier transform matrix. Next, since

F †
DÃFD is block diagonal with N 2D × 2D blocks, and labelling by A1, A2 . . . AN these blocks, we obtain that

∥∥∥vec(F †
DÃFD)

∥∥∥
1
=

N∑
i=1

∥vec(Ai)∥1 ≤ 2D

N∑
i=1

∥Ai∥op,1 = 2D
∥∥∥F †

DÃFD

∥∥∥
op,1

= 2D
∥∥∥Ã∥∥∥

op,1
.
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Supplemental Figure 1. (left) Truncated Fourier series approximation signM (x) to the sign(x) function, used in the proof of
proposition 2. (right) Truncated Fourier series approximation tM (x) to the tanh(βx) function (for β = 1), used in the proof of
proposition 3.

where we have used ∥vec(M)∥1 ≤ n∥M∥op,1 for an n × n matrix1. Finally, since A =
∑

x∈Zd
L
τ−x(A0)/N , it follows

that ∥Ã∥op,1 ≤ ∥Ã0∥op,1. Combining the above estimates, the lemma statement follows.

The correlation matrix Γ of the ground state of a quadratic Hamiltonian H with matrix of coefficients H̃ (see
Eq. (1)) is given by

Γ = sign(H̃),

where sign(x) = x/|x| for x ̸= 0 and 0 for x = 02. The sign function applied on a matrix is to be understood
as an operator function i.e. as a function acting on the eigenvalues of the argument while keeping the eigenvectors
unchanged. Our proof will rely on a Fourier series approximation to the sign function. Within the interval (−π, π),
we will investigate the approximation of sign(x) with signM (x), where

signM (x) =

M∑
n=−M

cne
inx where cn =

1

2π

∫ π

−π

sign(x)e−inxdx.

To analyze the error between signM (x) and sign(x), it is convenient to express signM (x) in terms of the Dirichlet
kernel,

signM (x) ≡
∫ π

−π

DM (x− y)sign(y)dy,

where

DM (x) ≡ 1

2π

M∑
n=−M

e−inx =
1

2π

sin[(M + 1/2)x]

sin(x/2)
.

Below, we provide two technical lemmas about the signM function — one that quantifies the approximation error
between it and the exact sign function, and the next that quantifies the maximum value of the signM function. Both
of these lemmas will be used for the perturbation theory analysis of the free-fermion ground state problem.

Lemma 7. For all η ≤ |x| ≤ π − η and M > 0,∣∣sign(x)− signM (x)
∣∣ ≤ 1

M
+

1

Mη
.

1 To see this, let σij ≡ sign(Mji). Then ∥σ∥op ≤ n∥vec(σ)∥∞ = n,
and ∥vec(M)∥1 = Tr(σM) ≤ ∥σ∥op∥M∥op,1 ≤ n∥M∥op,1.

2 The reader may be familiar with the equivalent formulation in
terms of complex fermions, where the function to be applied to
the Hamiltonian matrix to obtain the correlation matrix of the

ground state is of the Heaviside type, such that it populates
negative energy states and depopulates positive energy states.
The function of the sign function in the language of Majorana
fermions is exactly analogous.



9

Proof. We first consider x ∈ [η, π]. We note that

signM (x) =

∫ π

0

DM (x− y)dy −
∫ π

0

DM (x+ y)dy.

Now, since
∫ π

−π
DM (y)dy = 1, we obtain that∫ π

0

DM (x− y)dy = 1−
∫ π

0

DM (x+ y)dy,

and thus

|signM (x)− sign(x)| = 2

∣∣∣∣∫ π

0

DM (x+ y)dy

∣∣∣∣ .
Next, we apply integration by parts to obtain∫ π

0

DM (x+ y)dy =
1

π(2M + 1)

(
cos((M + 1/2)(π + x))

cos(x/2)
+

cos((M + 1/2)(π + x))

sin(x/2)
−

1

2

∫ π

0

cos((M + 1/2)(x+ y)) cos((x+ y)/2)

sin2((x+ y)/2)
dy

)
,

and therefore ∣∣∣∣∫ π

0

DM (x+ y)dy

∣∣∣∣ ≤ 1

π(2M + 1)

(
1

|cos(x/2)|
+

1

|sin(x/2)|
+

1

2

∫ π

0

|cos((x+ y)/2)|dy
sin2((x+ y)/2)

)
≤ 2

π(2M + 1)

(
1

|cos(x/2)|
+

1

|sin(x/2)|
− 1

)
,

where in the last step we have used the integral

1

2

∫ π+x

x

|cos(y/2)|
sin2(y/2)

dy =
1

sin(x/2)
+

1

cos(x/2)
− 2.

Now, for x ∈ (η, π/2), |cos(x/2)| ≥ 1/
√
2 and |sin(x/2)| ≥ x/π ≥ η/π. Therefore, we obtain that∣∣∣∣∫ π

0

DM (x+ y)dy

∣∣∣∣ ≤ 2

π(2M + 1)

(√
2 +

π

η
− 1

)
.

While this bound is true for x ∈ [η, π/2], we note that both sign, signM satisfy f(x) = f(π − x) for x ∈ [0, π] and
consequently this bound also holds for x ∈ [π/2, π− η]. Finally, since for both sign, signM , f(x) = −f(−x), it follows
that this bound holds for [−π + η,−η] ∪ [η, π − η].

Lemma 8. For all x ∈ [−π, π], |signM (x)| ≤ 5.

Proof. This proof is an adaptation of the standard technique based on Riemann integration that is used to treat Gibbs
phenomena in Fourier analysis. We repurpose that technique to provide error bounds as a function of M instead of
just concentrating on the asymptotic limit M → ∞. Again, we only consider x ∈ [0, π/2], and extend the bound on
|signM (x)| to the remaining interval by symmetry. We divide the interval [0, π/2] into [0, α0/M ]∪ [α0/M, π/2], where
α0 is a constant that we pick later.

Consider first x ∈ [α0/M, π/2]. An application of lemma 7 yields

|signM (x)| ≤ 1 +
2

π(2M + 1)

(√
2− 1 +

πM

α0

)
.

For large M , this bound scales as ∼ 1/α0 and thus does not allow us to provide an upper bound on signM (x) for x
close to 0. For this, we use the representation of signM (x) as a Fourier series which approximates a Riemann integral
of sin(t)/t. Consider x ∈ [0, α0/M) and let α = xM (α ≤ α0). Note that

signM (x) =
2

π

∑
k∈[1,M ]|k is odd

2

k
sin

(
kα

M

)
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To bound the term in the summation, we observe that it is an approximation of the Riemann integral of sin(αx)/x
in the interval [0, 1]. In particular, since supx∈R |(sinx/x)′| ≤ 2, Taylor’s theorem yields that∣∣∣∣∣∣

∑
k∈[1,M ]|k is odd

2

k
sin

(
kα

M

)
−

∫ 1

0

sinαx

x
dx

∣∣∣∣∣∣ ≤ 4α2

M
≤ 4α2

0

M
.

Finally, we note that ∫ 1

0

sinαx

x
dx ≤ α ≤ α0.

Thus, we obtain that for x ∈ [0, α0/M),

|signM (x)| ≤ α0 +
4α2

0

M
.

Thus, for the entire interval [0, π/2], we obtain that

|signM (x)| ≤ max

(
α0 +

4α2
0

M
, 1 +

2

π(2M + 1)

(√
2− 1 +

πM

α0

))
.

Since this holds for any α0, we choose α0 = 1. We then obtain that

|signM (x)| ≤ max

(
1 +

4

M
, 1 +

2

π(2M + 1)

(√
2− 1 + πM

))
≤ 5 for M ≥ 1.

Proof (of proposition 2). The expectation value of the observable O in the ground state of the Hamiltonian H is given
by

⟨O⟩H = Tr
(
Õ sign(H̃)

)
, ⟨O⟩H′ = Tr

(
Õ sign(H̃ ′)

)
.

Without loss of generality, we will assume that H̃, H̃ ′ are normalized so that ∥H̃∥, ∥H̃ ′∥ ≤ π
2 . This way all the

eigenfrequencies lie in the interval [−π
2 ,

π
2 ]. Lemma 1 guarantees that this can be done with a constant normalization

factor, i.e. one that does not depend on the system size, and does not change the ground state (note however that δ
and fh would have to be rescaled accordingly). Now, from lemma 6, it follows that

|⟨O⟩H − ⟨O⟩H′ | ≤ 4D2k

n
∥Õ0∥∥sign(H̃)− sign(H̃ ′)∥op,1.

Furthermore,

∥sign(H̃)− sign(H̃ ′)∥op,1 ≤
∥sign(H̃)− signM (H̃)∥op,1 + ∥sign(H̃ ′)− signM (H̃ ′)∥op,1 + ∥signM (H̃)− signM (H̃ ′)∥op,1.

We bound each term on the right hand side separately. Consider ∥sign(H̃)− signM (H̃)∥op,1 — denoting by λi the

eigenvalues of H̃ and for any η > 0, we can express it as

∥sign(H̃)− signM (H̃)∥op,1 =
∑

i|λi∈[−η,η]

|sign(λi)− signM (λi)|+
∑

i|λi /∈[−η,η]

|sign(λi)− signM (λi)|.

The motivation behind splitting the error into these two terms is that, within the interval [−π
2 ,

π
2 ], the approximation

of sign (λ) by signM (λ) is only good outside the neighbourhood of 0 (see Fig. 1) — consequently, we treat the

eigenvalues of H̃ which lie within η radius of 0 separately from the rest. It now follows that from assumption ?? and
lemma 8 that ∑

i|λi∈[−η,η]

|sign(λi)− signM (λi)| ≤ 6nfh(η) + 6κ(η, n).
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Furthermore, from lemma 7, ∑
i|λi /∈[−η,η]

|sign(λi)− signM (λi)| ≤
n

M

(
1 +

1

η

)
.

Therefore, we obtain that

1

n
∥sign(H̃)− signM (H̃)∥op,1 ≤ 6fh(η) + 6

κ(η, n)

n
+

1

M

(
1 +

1

η

)
.

We can similarly analyze ∥sign(H̃ ′)− sign(H̃ ′)∥op,1. Denote by λ′i the eigenvalues of H̃ ′ — it follows from Weyl’s

theorem and lemma 4 that |λi − λ′i| ≤ ∥H̃ − H̃ ′∥op ≤ c0δ where c0 = 2D(2R + 1)d. Consequently, for sufficiently
small, but Θ(1), δ, we obtain that∑

i|λ′
i∈[−η,η]

|sign(λ′i)− signM (λ′i)| ≤ 6nfh(η + c0δ) + 6κ(η + c0δ, n),

and ∑
i|λ′

i /∈[−η,η]

|sign(λ′i)− signM (λ′i)| ≤
n

M

(
1 +

1

η

)
.

Therefore,

1

n
∥sign(H̃ ′)− signM (H̃ ′)∥op,1 ≤ 6fh(η + c0δ) + 6

κ(η + c0δ, n)

n
+

1

M

(
1 +

1

η

)
.

Finally, we consider ∥signM (H)− signM (H ′)∥op,1 ≤ n∥signM (H)− signM (H ′)∥. Now, denoting by {cm}m∈Z the
Fourier series components of sign function, then

∥signM (H)− signM (H ′)∥ ≤
M∑

m=−M

|cm|∥eimH̃ − eimH̃′
∥ ≤

M∑
m=−M

|mcm|∥H̃ − H̃ ′∥.

Using the explicit expression for cm, we can immediately conclude that |mcm| = 2/π when m is odd, and 0 when m
is even. Therefore, we obtain that

∥signM (H)− signM (H ′)∥ ≤ 2(M + 1)

π
∥H̃ − H̃ ′∥ ≤ 2(M + 1)

π
c0δ.

Combining all of these estimates, we obtain that

1

n
∥sign(H̃)− sign(H̃ ′)∥op,1 ≤ 2(M + 1)

π
c0δ +

2

M

(
1 +

1

η

)
+ 6

(
fh(η) + fh(η + c0δ)

)
+ 6

(
κ(η, n)

n
+
κ(η + c0δ, n)

n

)
.

with c, c′ constants. Since this is valid for any η andM , choosingM = δ−1/2 and η = δ1/4, we obtain the proposition.

C. Proof of proposition 3 (Gibbs state of Gaussian fermion models)

The correlation matrix of a thermal state of a quadratic Hamiltonian can be written in terms of the coefficient
matrix H of the latter as Γ = tanh(βH). Note that the β → ∞ limit yields the sign function, which was used in
the previous appendix to compute the ground state correlation matrix. Indeed, the reasoning here will be similar to
that of appendix II B, replacing the sign function with the hyperbolic tangent. The next couple of lemmas discuss
the Fourier series approximation of tanhβx, defined as

tM (x) ≡
M∑

n=−M

cne
inx, where cn =

1

2π

∫ π

−π

tanhβxe−inxdx.
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Lemma 9. For M ≥ 1, and x ∈
[
−π

2 ,
π
2

]
,

|tM (x)− tanhβx| ≤ q(β)

M
,

where q(β) ≡ 12π2β3 + 2π2β2 +
(
2 + π2

2

)
β +

(
4
√
2

π + π2

2

)
= O(β3).

Proof. We fix the value of β and let t(x) be the 2π-periodic extension of tanhβx i.e.

t(x) ≡ tanhβ(x− 2nπ), x− 2nπ ∈ [−π, π], n ∈ Z. (9)

We use this 2π-periodic extension of tanhβx since it will allow us to represent and approximate tanhβx as a truncated
fourier series, which would then allow us to use the results from stability of dynamics in understanding stability of
Gibb’s state. Once again, it will be convenient to represent tM (x) in terms of the Dirichlet kernel DM . We note,

tM (x) =

∫ π

−π

DM (x− y)t(y)dy =

∫ π

−π

DM (y)t(x− y)dy =

∫ π

−π

DM (y)t(x+ y)dy,

where in the last step we have used the fact that DM is an even function (i.e. DM (y) = DM (−y)). Therefore, using
that the Dirichlet kernel is normalized, we write

t(x)− tM (x) =
1

2

∫ π

−π

DM (y) (2t(x)− t(x− y)− t(x+ y)) dy =

∫ π

0

DM (y)fx(y)dy,

where in the last step we have defined fx(y) ≡ 2t(x) − t(x − y) − t(x + y). In the integration interval [0, π], fx(y)
is piecewise smooth with a single jump discontinuity at y = π − x. We thus split the integral into the two intervals
[0, π − x] and [π − x, π] and apply integration by parts in each of them. For the first one,∫ π−x

0

DM (y)fx(y)dy = − 1

π

cos
((
M + 1

2

)
y
)

2M + 1

fx(y)

sin y
2

∣∣∣∣∣
π−x

y=0

+
1

(2M + 1)π

∫ π−x

0

gx(y)
cos

((
M + 1

2

)
y
)

sin2 y
2

dy

where gx(y) ≡ 2 sin y
2f

′
x(y)−cos y

2fx(y). To bound this expression, we will use the following properties of the functions
fx(y), gx(y) on the interval [0, π − x], where they are smooth:

fx(0) = f ′x(0) = 0, |fx(y)| ≤ 4, |f ′x(y)| ≤ 2β, |f ′′x (y)| ≤ 4β2, |f ′′′x (y)| ≤ 12β3,

gx(0) = g′x(0) = 0, |g′′x(y)| ≤ 24β3 + 4β2 + β + 1.

These bounds follow from direct computation, and in the case of gx(y) they are easiest to see when expressed in terms
of fx(y). They imply (via Taylor’s theorem with second order remainder) that

|gx(y)| ≤ (24β3 + 4β2 + β + 1)
y2

2

which together with sin2(y) ≥ y2

π2 will allow us to bound the integral. Putting it all together, we have∣∣∣∣∫ π−x

0

DM (y)fx(y)dy

∣∣∣∣ ≤ 4
√
2

(2M + 1)π
+

π2

(2M + 1)
(24β3 + 4β2 + β + 1)

Now we proceed on to the second interval y ∈ [π − x, π] and similarly integrate by parts,∫ π

π−x

DM (y)fx(y)dy = − 1

π

cos
((
M + 1

2

)
y
)

2M + 1

fx(y)

sin y
2

∣∣∣∣∣
π

y=π−x

+
1

(2M + 1)π

∫ π

π−x

gx(y)
cos

((
M + 1

2

)
y
)

sin2 y
2

dy.

Now the bound on gx(y) from Taylor’s theorem no longer holds, due to the discontinuity, but since y = 0 is not in
the integration interval, we can just use the constant bound |g(x)| ≤ 4β + 4 to obtain∣∣∣∣∫ π

π−x

DM (y)fx(y)dy

∣∣∣∣ ≤ 4
√
2

(2M + 1)π
+

4

(2M + 1)
(β + 1),

and putting everything together the lemma follows.
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Lemma 10. If {cn}n∈Z are the Fourier series coefficients of tanhβx in the interval [−π, π], then for M ≥ 1

M∑
n=−M

|ncn| ≤ 2M(β + 1).

Proof. This follows by a straightforward manipulation of cn — note that c0 = 0, and for n ̸= 0, we obtain from
integration by parts that

cn =
1

2π

∫ π

−π

tanhβx e−inxdx =
1

2π

(
2i

n
tanhβπ e−inπ +

β

in

∫ π

−π

e−inx

cosh2βx
dx

)
.

Consequently,

|cn| ≤
1

2π

(
2

n
+

2πβ

n

)
≤ β + 1

n
.

From this bound, the lemma follows.

Proof (of proposition 3). We bound the error between ⟨O⟩H,β and ⟨O⟩H′,β using the same procedure as for the ground
state (see appendix II B) — the proof simplifies significantly because tanhβx does not have a discontinuity near x = 0
(unlike the sign function). From lemma 6 it follows that

|⟨O⟩H,β − ⟨O⟩H′,β | ≤
4D2k

n
∥Õ0∥∥tanhβH̃ − tanhβH̃ ′∥op,1.

We again split

∥tanhβH̃ − tanhβH̃ ′∥op,1 ≤
∥tanhβH̃ − tM (H̃)∥op,1 + ∥tanhβH̃ ′ − tM (H̃ ′)∥op,1 + ∥tM (H̃ ′)− tM (H̃)∥op,1

We will assume once again that ∥H∥, ∥H ′∥ ≤ π
2 , so that from lemma 9, it follows that

∥tanhβH̃ − tM (H̃)∥op,1, ∥tanhβH̃ ′ − tM (H̃ ′)∥op,1 ≤ nq(β)

M
,

and

∥tM (H̃)− tM (H̃ ′)∥op,1 ≤ n∥tM (H̃)− tM (H̃ ′)∥op ≤ n

M∑
m=−M

|cm|∥eimH̃ − eimH̃′
∥op.

Furthermore, from lemmas 1, 2 and 4 we have ∥eimH̃ − eimH̃′∥op ≤ mc0δ, where c = 2D(2R+1)d. Thus, from lemma
10, it follows that

∥tM (H̃)− tM (H̃ ′)∥op,1 ≤ 2nM(β + 1)c0δ.

Thus, we obtain that for any M > 1,

|⟨O⟩H,β − ⟨O⟩H′,β | ≤ 4D2k∥O0∥op
(
2q(β)

M
+ 2(β + 1)c0Mδ

)
.

choosing M =
√
q(β)/c0(β + 1)δ, we obtain the result.

D. Proof of proposition 4 (Fixed points of Gaussian fermiion models)

We will now consider translationally invariant local observables in the fixed point. Recall from section IIA, lemma
3 that the dynamics of the correlation matrix Γ(t) under evolution by a Gaussian master equation is governed by

d

dt
Γ(t) = XΓ(t) + Γ(t)XT + Y,
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where X,Y are defined in lemma 3. Assuming X to be invertible, this differential equation has a unique fixed point
which can be expressed as

Γ∞ =

∫ ∞

0

eXtY eX
Ttdt.

We also note from lemma 3 is X + XT is a negative definite matrix if X is invertible, and its eigenvalues can be
interpreted as a measure of the decay rates of the eigenmodes of the open system. We now restate assumption 2 in
terms of the eigenvalues of X +XT.

Assumption 2 (repeated) The matrix X + XT has no zero eigenvalues. Furthermore, if its eigenvalues are −λi, for
i ∈ {1, 2 . . . 2n} where 0 < λ1 ≤ λ2 . . . λN , then the number of eigenvalues in the interval (0, η], n(η) satisfies

n(η) ≤ nfℓ(η) + κ(η, n),

where fℓ is a function such that fℓ(η) ≤ O(ηα) for some α > 0 and κ(η, n) = o(n) for any fixed η.

This assumption is expected to be satisfied for translationally invariant systems, as well as rapidly mixing systems
where typically there would be a gap in the Lindbladian spectrum. However, it additionally includes systems where
the minimum eigenvalue could have a real part that scales as 1/n, and thus would generically need Θ(n) time to reach
their fixed points.

Similar to the stability result for ground states, the observables we will consider will be translationally invariant
local observables - let O0 be a k-local observable , then we consider observables O which can be expressed as
O =

∑
x∈Zd

L
τx(O0)/n. We will denote by O and O′ the expectation value of the observable O in the unperturbed

and perturbed fixed point i.e. O = Tr(OΓ∞) and O′ = Tr(OΓ′
∞).

Proof (of proposition 4). We start by using lemma 6 to obtain

|O − O′| ≤ 4D2k

n
∥Õ0∥op∥Γ∞ − Γ′

∞∥op,1. (10)

Furthermore,

Γ∞ =

∫ ∞

0

eXtY eX
Ttdt and Γ′

∞ =

∫ ∞

0

eX
′tY ′eX

′Ttdt.

For any t0 > 0, it follows that

∥Γ∞ − Γ′
∞∥op,1 ≤ 1

n

∥∥∥∥∫ t0

0

(
eXtY eX

Tt − eX
′tY ′eX

′Tt

)
dt

∥∥∥∥
op,1

+
1

n

∥∥∥∥∫ ∞

t0

eXtY eX
Ttdt

∥∥∥∥
op,1

+
1

n

∥∥∥∥∫ ∞

t0

eX
′tY ′eX

′Ttdt

∥∥∥∥
op,1

.

(11)

Furthermore, we note that ∫ ∞

t0

eXt(Y )eX
Ttdt = eXt0Γ∞e

XTt0 .

Let us now estimate ∥eXt0Γ∞e
XTt0∥op,1. Note that since Γ∞ is a covariance matrix, it is positive semi-definite and

satifies ∥Γ∞∥op ≤ 1. Let Γ∞ =
∑

α σα |vα⟩ ⟨vα| where 0 ≤ σα ≤ 1, then

eXt0Γ∞e
XTt0 =

∑
α

σαe
Xt0 |vα⟩ ⟨vα| eX

Tt0 ,

from which it follows that

∥Γ∞∥op,1 ≤
∑
α

σα∥eXt0 |vα⟩∥2,

≤
∑
α

⟨vα| eX
Tt0eXt0 |vα⟩ ,

≤ Tr(eX
Tt0eXt0) = ∥eXt0∥2op,2,

≤ ∥e(X+XT )t0/2∥2op,2.
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Note that the first step follows from the variational definition of the Schatten-1 norm i.e. for any rank 1 decomposition
of a matrix A =

∑
α cα |vα⟩ ⟨uα| where ∥vα∥, ∥uα∥ = 1, then ∥A∥op,1 ≤

∑
α |cα|. The last step follows from theorem

IX.3.1 of Ref. [1]. Next, ∥e(X+XT)t0/2∥op,2 can be written explicitly in terms of the eigenvalues of X +XT

∥e(X+XT )t0/2∥2op,2 =

2n∑
i=1

e−λit0 =
∑

i|λi∈(0,η]

e−λit0 +
∑

i|λi∈(η,∞)

e−2λit0 ≤ nφ(η) + 2ne−ηt0 + o(n)

Choosing η = t−1+β
0 for any β ∈ (0, 1), we obtain that ∥e(X+XT)t0/2∥op, 2 ≤ n(fℓ(t

−1+β
0 )+ 2e−tβ0 )+ o(n), which yields

that

1

n

∥∥∥∥∫ ∞

t0

eXtY eX
Ttdt

∥∥∥∥
op,1

≤ fℓ(t
−1+β
0 ) + 2e−tβ0 + o(1). (12)

Following a similar procedure, we obtain that

1

n

∥∥∥∥∫ ∞

t0

eX
′tY ′eX

′Ttdt

∥∥∥∥
op,1

≤ fℓ(t
−1+β
0 + c0δ) + e−tβ0 + o(1), (13)

where c0 = 4D(2R + 1)d + 8DnL(2R + 1)2d(2 + δ) ≤ O(1) is a constant that is independent of n, but dependent on
R,D, d, nL. In arriving at this result, we just need to account for the fact that the eigenvalue λ′i of X

′ +X ′T could
differ by at-most 2∥X −X ′∥op (which, from lemma 4, is ≤ c0δ) from the corresponding eigenvalue λi of X + XT,
and consequently the number of eigenvalues of X ′ + X ′T in the interval (0, η] is upper bounded by the number of

eigenvalues ofX+XT in the interval (0, η+c0δ]. In particular, this implies that
∑

i|λ′
i∈(0,η] e

−λ′
it0 ≤

∑
i|λi∈(0,η+c0δ]

1 ≤
nfℓ(η + c0δ) + o(n).
Let us now estimate the remaining term in ∥Γ∞ − Γ′

∞∥op,1 — we bound the Schatten 1 norm by the operator (or
Schatten ∞ norm) in the trivial way

1

n

∥∥∥∥∫ t0

0

(
eXtY eX

Tt − eX
′tY ′eX

′Tt

)
dt

∥∥∥∥
op,1

≤ 2D

∫ t0

0

∥∥∥eXtY eX
Tt − eX

′tY ′eX
′Tt

∥∥∥
op
dt. (14)

Now, we can bound the error ∥eXtY eX
Tt − eX

′tY ′eX
′Tt∥op using standard perturbation theory. We begin by noting

from lemma 4 that ∥X −X ′∥op, ∥Y − Y ′∥op ≤ O(δ) and ∥Y ∥op, ∥Y ′∥op ≤ O(1) . Furthermore, from theorem IX.3.1

of Ref. [1] and the fact that X +XT, X ′ +X ′T are negative-definite, ∥eXt∥op ≤ ∥e(X+XT)t∥op ≤ 1 and ∥eX′t∥op ≤
∥e(X′+X′T)t∥op ≤ 1. Now, we note that

∥eXtY eX
Tt − eX

′tY ′eX
′Tt∥op ≤ ∥eXt(Y − Y ′)eX

Tt∥op + ∥eXtY ′eX
Tt − eX

′tY ′eX
′Tt∥op.

We can bound both of these terms separately. For the first term, we obtain that

∥eXt(Y − Y ′)eX
Tt∥op ≤ ∥eXt∥op∥Y − Y ′∥op∥eX

Tt∥op ≤ ∥Y − Y ′∥op ≤ O(δ).

For the second term, we obtain that

∥eXtY ′eX
Tt − eX

′tY ′eX
′Tt∥op

≤
∫ t

0

∥∥∥eX(t−s)(X −X ′)eX
′sY ′eX

′TseX
T(t−s)

∥∥∥
op
ds+

∫ t

0

∥∥∥eX(t−s)eX
′sY ′eX

′Ts(X −X ′)TeX
T(t−s)

∥∥∥
op
ds,

≤ 2

∫ t

0

∥eX(t−s)∥2op∥eX
′s∥2op∥X −X ′∥op∥Y ∥opds ≤ O(δt).

Thus, from Eq. 14, we obtain that

1

n

∥∥∥∥∫ t0

0

(
eXtY eX

Tt − eX
′tY ′eX

′Tt

)
dt

∥∥∥∥
op,1

≤ O(t20δ) (15)

Using the estimates in Eq. 10, 11, 12, 13 and 15, we have that for any β ∈ (0, 1).

|O − O′| ≤ O(δt20) + fℓ(t
−1+β
0 ) + fℓ(t

−1+β
0 + c0δ) +O(e−tβ0 ) + o(1).

Clearly, any choice of t0 = δ−α, where α < 1/2 yields an upper bound on |O − O′| that is uniform in n and goes to 0
as δ → 0. A concrete choice could be t0 = δ−1/4, and choosing β ≈ 0, which yields |O − O′| ≤ O(δ1/2)+O(φ(δ1/4)).
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Supplemental note III: Stability of spin models

A. Proof of proposition 1 (Dynamics of locally interacting spin systems)

In this section, we will consider the target problem to be a spatially local Lindbladian

L =
∑
α

Lα,

where ∥Lα∥⋄ ≤ 1, and the support of Lα denoted by Λα satisfies diam(Λα) ≤ R ∀α. In the presence of coherent errors
and incoherent noise, the quantum simulator instead implements a Lindbladian

L′(t) =
∑
α

L′
α(t), where L′

α(t) = L′
α − i

∑
α

[hSE,α(t), ·] with hSE,α(t) =

nL∑
j=1

(
Lj,αA

†
j,α(t) + L†

j,αAj,α(t)
)
. (16)

Here L′
α is the Linbladian implemented on qubits in Λα due to coherent errors, and we assume that ∥Lα − L′

α∥ ≤
δ. The Hamiltonian hSE,α(t) captures interaction of the qubits contained in Λα with an external decohering non-
Markovian environment — the operators Aj,α(t) are assumed to be bosonic annihilation operators which satisfy

[Aj,α(t), A
†
j′,α′(t)] = δj,j′δα,α′Kj,α(t) for a memory kernel Kj,α(t) and the operators Lj,α are system operators with

support in Λα which also satisfy ∥Lj,α∥ ≤
√
δ. Similar to the noise model assumed for Gaussian fermion models, we

assume that Kj,α(τ) can have delta function contributions i.e.

Kj,α(τ) = Kc
j,α(t) +

M∑
i=1

kij,αδ(τ − τi),

where Kc
j,α(τ) is a continuous function of τ and kij,α are the amplitudes of the δ−function contributions. We also

assume that ∫
R
|Kj,α(τ)|dτ≤

∫
R
|Kc

j,α(τ)|dτ +
M∑
i=1

|kij,α| ≤ 1. (17)

This bound can be interpreted in a distributional sense by viewing Kj,α as a map that takes a continuous compact
function f and maps it to a complex number given by the integral

∫
RKj,α(τ)f(τ)dτ . Equation 17 is then equivalent

to requiring ∣∣∣∣∫ τ2

τ1

Kj,α(τ)f(τ)dτ

∣∣∣∣ ≤ sup
τ∈[τ1,τ2]

|f(τ)| for all continuous compact functions f. (18)

The main tool that we will use to prove the stability of local observables are the Lieb-Robinson bounds for spatially
local Lindbladians.

Lemma 11 (Lieb-Robinson bounds, Ref. [2, 3]). Suppose L =
∑

α Lα is a spatially local Lindbladian defined on a
lattice Zd

L such that ∥Lα∥⋄ ≤ 1 and Lα is supported on sites in Λα with diam(Λα) ≤ R. Suppose O is an observable
supported in SO ⊆ Zd

L, and KY is a super-operator satisfying KY (I) = 0 supported in Y ⊆ Zd
L, then ∃µ, v > 0,

independent of the system size n = Ld, such that

∥KY (e
L†t(O))∥ ≤ ∥O∥∥KY ∥∞→∞,cb min

(
|X|e−µd(SO,Y )(evt − 1), 1).

We also provide another lemma which can be interpreted as a generalization of the input-output equations used in
the theory of open quantum systems.

Lemma 12. Suppose E ′(t, t′) = T exp(
∫ t

t′
L′(s)ds) is the channel generated by the Lindbladian L′(s) in Eq. 16. Then,

Aj,α(t)E ′(t, 0)(·) = E ′(t, 0)(Aj,α(t)(·))− i

∫ t

0

Kj,α(t− t′)E ′(t, t′)
(
Lj,αE ′(t′, 0)(·)]

)
dt′.

Proof. We will begin by defining, for ε > 0 and n > m, D′
ε[n,m] as

D′
ε[n,m] =

m∏
k=n−1

(
id +

∫ (k+1)ε

kε

L′(s)ds

)
,
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and noting that

E ′(t, s) = lim
ε→0

D′
ε

[⌈
t

ε

⌉
,

⌈
s

ε

⌉]
(19)

It is also convenient to define the superoperator Aj,α(τ) as the superoperator that left multiplies by Aj,α(τ)
i.e. Aj,α(τ)(X) = Aj,α(τ)X. Now, from the explicit expression for L′(s), we can verify that for any operator X

[Aj,α(τ),L′(s)](X) = Aj,α(τ)L′(s)(X)− L′(s)(Aj,α(τ)X),

= i
(
−Aj,α(τ)[hSE,α(s), X] + [hSE,α(s), Aj,α(τ)X]

)
,

= i(−[Aj,α(τ), hSE,α(s)]X

= −iKj,α(τ − s)Lj,αX, (20)

where we have used the fact that [Aj,α(τ), hSE,α(s)] = [Aj,α(τ), A
†
j,α(s)Lj,α] = [Aj,α(τ), A

†
j,α(s)]Lj,α = Kj,α(τ−s)Lj,α.

Next, note that

Aj,α(τ)D′
ε[n, 0] = D′

ε[n, 0]Aj,α(τ) +

n−1∑
k=0

D′
ε[n, k + 1]

[
Aj,α,D′

ε[k + 1, k]
]
D′

ε[k, 0], ,

where we set D′
ε[k, k] = id. Using Eqs. 19 and 20, we obtain that

Aj,α(τ)D′
ε[n, 0] = D′

ε[n, 0]Aj,α(τ)− i

n−1∑
k=0

D′
ε[n, k + 1]

(∫ (k+1)ε

kε

Kj,α(τ − s)Lj,αds

)
D′

ε[k, 0].

Taking the limit of ε→ 0 in this equation while setting n = ⌈t/ε⌉, we obtain the lemma.

An immediate useful consequence of lemma 12 is the following lemma.

Lemma 13. Suppose E ′(t, s) = T exp(
∫ t

s
L′(τ)dτ) is the channel generated by the Lindbladian L′(t) in Eq. 16, and let

ρ(0) be an initial state which is vacuum in the decohering environment, then

∥TrE(Aj,α(t)E ′(t, 0)(ρ(0)))∥op,1 ≤ 2
√
δ,

where TrE is a partial trace over the decohering environment.

Proof. This lemma can be proved by using lemma 12. Since ρ(0) is in the vacuum state in the environment, from
lemma 12 it follows that

Aj,α(t)E ′(t, 0)(ρ(0)) = −i
∫ s

0

Kj,α(t− t′)E ′(t, t′)([Lj,α, E ′(t′, 0)(ρ(0))])dt′, (21)

where we have used that Aj,α(s)ρ(0) = 0. Using Eqs. 18 and 21 and the fact that quantum channels are contraction
with respect to the one norm, we then obtain that

∥Aj,α(s)E ′(s, 0)(ρ(0))∥op,1 ≤ sup
s′∈[0,s]

∥E ′(s, s′)(Lj,αE ′(s, 0)(ρ(0)))∥op,1 ds
′ ≤ ∥Lj,α∥ ≤

√
δ. (22)

Noting that TrE is again a contraction with respect to the one norm, we obtain the lemma statement.

Lemma 14. For any t > 0 and s ∈ [0, t], initial state ρ(0) which is vacuum in the decohering environment and local
operator O supported in SO,∣∣∣∣Tr(OeL(t−s)(L′

α − Lα)E ′(s, 0)(ρ(0))

)∣∣∣∣ ≤ δ|SO|∥O∥min
((
evt − 1)e−µd(SO,Λα), 1

)
, and∣∣∣∣Tr(OeL(t−s)

(
[hSE,α(s), E ′(s, 0)(ρ(0))]

))∣∣∣∣ ≤ 4nLδ|SO|∥O∥min
((
evt − 1)e−µd(SO,Λα), 1

)
.
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Proof. The first bound follows directly from the Lieb-Robinson’s bound from lemma 11. Note that the super-operator
(Lα − L′

α)
† has I in its null space, and ∥(Lα − L′

α)
†∥∞→∞,cb = ∥Lα − L′

α∥⋄ ≤ δ. Therefore, it follows from that∣∣∣∣Tr(OeL(t−s)(L′
α − Lα)E ′(s, 0)(ρ(0))

)∣∣∣∣ = ∣∣∣∣Tr((L′
α − Lα)

†(eL
†(t−s)(O))E ′(s, 0)(ρ(0))

)∣∣∣∣ ,
≤ ∥(L′

α − Lα)
†(eL

†(t−s)(O))∥,
≤ δ|SO|∥O∥min(e−µd(SO,Λα)(evt − 1), 1),

where we have used lemma 11 in the last step.
Next, we provide a similar upper bound on Tr(OeL(t−s)([hSE,α, E ′(s, 0)(ρ(0))])). Using the explicit expression for

hSE,α(t), we obtain that

∣∣∣Tr(OeL(t−s)([hSE,α, E ′(s, 0)(ρ(0))]))
∣∣∣ =

∣∣∣∣∣∣
nL∑
j=1

(
TrS(Oe

L(t−s)([L†
j,α,TrE

(
Aj,α(s)E ′(s, 0)(ρ(0))]))− h.c.

)∣∣∣∣∣∣ ,
≤ 2

nL∑
j=1

∣∣∣TrS(OeL(t−s)([L†
j,α,TrE

(
Aj,α(s)E ′(s, 0)(ρ(0))]))

)∣∣∣ ,
= 2

nL∑
j=1

∣∣∣TrS([eL†(t−s)(O), L†
j,α]TrE

(
Aj,α(s)E ′(s, 0)(ρ(0)))

)∣∣∣ ,
≤ 2

nL∑
j=1

∥[eL
†(t−s)(O), L†

j,α]∥
∥∥TrE(Aj,α(s)E ′(s, 0)(ρ(0))

∥∥
1

(23)

where TrE is the partial trace over the decohering environment, and by TrS is the partial trace over the system. Now,
if the initial state ρ(0) is vacuum in the environment then from lemma 12 we obtain

|TrS(OeL(t−s)([L†
j,α,TrE

(
Aj,α(s)E ′(s, 0)(ρ(0))]))| ≤

∥∥∥[eL†(t−s)(O), L†
j,α]

∥∥∥∥∥TrE(Aj,α(s)E ′(s, 0)(ρ(0))
∥∥
op,1

. (24)

We note that since the super operator [·, L†
j,α] is supported only on Λα and satisfies [I, L†

j,α] = 0 together with

∥[ · , L†
j,α]∥∞→∞,cb ≤ 2∥Lj,α∥ ≤ 2

√
δ. Therefore, from the Lieb-Robinson bound in lemma 11, we obtain the bound

∥[O,L†
j,α]∥ ≤ 2

√
δ|SO|∥O∥min

(
e−µd(SO,Λα)(evt − 1), 1

)
. (25)

From Eqs. 23, 24, 25 and lemma 13, we then obtain∣∣∣Tr(OeL(t−s)([hSE,α(s), E ′(s, 0)(ρ(0)))])
∣∣∣ ≤ 4nLδ|SO|∥O∥min

(
e−µd(SO,Λα)(evt − 1), 1

)
.

Proof (of proposition 5). Suppose O = Tr[OeLt(ρ(0))] and O′ = Tr[OE ′(t, 0)(ρ(0))] are the observable expectation
values in the noiseless and noisy settings respectively. We can express the error in the observable as

|O′ −O| = |Tr[O(E ′(t, 0)(ρ(0))− eLt(ρ(0)))]| ≤
∫ t

0

∣∣∣∣Tr(OeL(t−s)(L′(s)− L)E ′(s, 0)(ρ(0))

)∣∣∣∣ ds,
≤

∑
α

(∫ t

0

∣∣∣∣Tr(OeL(t−s)(L′
α − Lα)E ′(s, 0)(ρ(0))

)∣∣∣∣ ds+ ∫ t

0

∣∣∣∣Tr(OeL(t−s)[hSE,α(s), E ′(s, 0)(ρ(0))]

)∣∣∣∣ ds).
Using lemma 14, we obtain that

|O − O′| ≤ δt|SO|∥O∥(1 + 4nL)
∑
α

max
(
e−µαd(SO,Λα)(evt − 1), 1

)
≤ O(δtd+1).
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B. Proof of proposition 6 (Ground states of gapped local Hamiltonians)

We will apply the formalism developed in Ref. [4] for spectral flows for families of gapped Hamiltonians. We are
interested in a target spatially local Hamiltonian H, expressed as

H =
∑
x∈L

hx,

where hx acts only on spins with a distance R of x ∈ L, and ∥hx∥ ≤ 1. The implemented Hamiltonian H ′ is assumed
to have a similar form,

H ′ =
∑
x∈L

(
hx + vx

)
,

where ∥vx∥ ≤ δ for all x ∈ L. We assume that H is stably gapped with gap ∆ i.e. any H ′ of the above form has
an energy gap between the ground state and the first excited state that is larger than ∆. We consider the family of
Hamiltonians, Hs, for s ∈ [0, 1], defined by

Hs = H + s(H ′ −H) =
∑
x∈L

hx + svx,

and note that the assumption of being stably gapped is equivalent to Hs being gapped, with the gap being larger
than ∆, for all s ∈ [0, 1]. Now, the spectral flow method allows us to construct a unitary U(s) that relates the ground
state |Gs=0⟩ of Hs=0 = H to the ground state |Gs⟩ of Hs as provided in the following lemma.

Lemma 15 (From Ref. [4]). Consider the unitary U(s) obtained from

d

ds
U(s) = iD(s)U(s) where D(s) =

∫ ∞

−∞
W∆(t)e

−itHs(H ′ −H)eitHsdt

where W∆ ∈ L1(R) is a real valued odd function which satisfies

(a) |W∆(t)| is bounded and satisfies

∥W∆∥∞ = sup
t∈R

|W∆(t)| =
1

2
. (26)

(b) For t > 0, the function I∆(t) =
∫∞
t

|W∆(s)|ds satisfies

I∆(t) ≤ G(∆t), (27)

where G(x) falls off faster than any polynomial as x→ ∞.

Then, |Gs⟩ = U(s) |Gs=0⟩, where |Gs⟩ is the ground state of H(s).

Proof (of proposition 6). Using this result, we can straightforwardly show the stability of the quantum simulation
task of computing a local observable in the ground state of H. To see this, we note that

|⟨G0|O |G0⟩ − ⟨Gs|O |Gs⟩| =
∣∣∣∣⟨G0|

(
O − U†(s)OU(s)

)
|G0⟩

∣∣∣∣ ≤ ∥O − U†(s)OU(s)∥ ≤
∫ s

0

∥[O,D(s′)]∥ds′.

It then remains to bound ∥[O,D(s′)]∥ — we can do this by following lemma 4.7 in Ref. [4], and we reproduce this
below — we start by noting that

∥[O,D(s′)]∥ ≤
∑
x∈L

∥∥∥∥∫ ∞

−∞
W∆(t)[O, e

itHsvxe
−itHs ]dt

∥∥∥∥ .
For each term in this summation, we further split the integral and bound it as∥∥∥∥∫ ∞

−∞
W∆(t)[O, e

itHsvxe
−itHs ]dt

∥∥∥∥ ≤

∥∥∥∥∥
∫
|t|≤Tx

W∆(t)[O, e
itHsvxe

−itHs ]dt

∥∥∥∥∥+

∥∥∥∥∥
∫
|t|>Tx

W∆(t)[O, e
itHsvxe

−itHs ]dt

∥∥∥∥∥ .
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For the first term, which only concerns with |t| ≤ Tx, we use the Lieb-Robinson bound (lemma 11) and Eq. 26 to
obtain∥∥∥∥∥

∫
|t|≤Tx

W∆(t)[O, e
itHsvxe

−itHs ]dt

∥∥∥∥∥ ≤ ∥O∥∥vx∥|SO|e−µd(SO,Svx )

∫ Tx

0

(evt − 1)dt ≤ ∥O∥∥vx∥|SO|
e−µd(SO,Svx )evTx

v
.

For the second term for |t| ≥ Tx, we use Eq. 27 together with the fact that W∆ is an odd function and the simple
bound ∥[O, eitHsvxe

−itHs ]∥ ≤ 2∥O∥∥vx∥ to obtain that∥∥∥∥∥
∫
|t|≥Tx

W∆(t)[O, e
itHsvxe

−itHs ]dt

∥∥∥∥∥ ≤ 2∥O∥∥vx∥
∫
|t|≥Tx

|W∆(t)| ≤ 4∥O∥∥vx∥G(∆Tx),

Note that Tx can be arbitrary in the above two estimates — choosing Tx = µd(SO, Svx)/2v, we obtain that∥∥∥∥∫ ∞

−∞
W∆(t)[O, e

itHsvx, e
−itHs ]dt

∥∥∥∥ ≤ ∥O∥∥vx∥
[
|SO|
v

e−µd(SO,Svx )/2 + 2G

(
∆µ

v
d(SO, Svx)

)]
,

and therefore, for all s′ ∈ [0, s], we obtain the bound

∥[O,D(s′)]∥ ≤ ∥O∥δ
∑
x∈L

[
|SO|
v

e−µd(SO,Svx )/2 + 2G

(
∆µ

v
d(SO, Svx)

)]
.

Noting that the summand in the above expression decreases faster than any polynomial in d(SO, Svx), we see that it
will be upper bounded by a constant independent of the size of the lattice L, thus independent of n. This proves the
proposition. □

C. Proof of proposition 7 (Gibbs state with exponential clustering of correlations)

We begin by presenting a proof of a standard bound on the perturbation of Gibbs states of a Hamiltonian. This
follows from [5], and we state it here for the convenience of the reader.

Lemma 16. [Follows from Ref. [5]] Given bounded Hermitian operatorsH and V , and any bounded Hermitian operator
(observable) O, ∣∣∣∣Tr(Oe−βH

ZH(β)

)
− Tr

(
Oe−β(H+V )

ZH+V (β)

)∣∣∣∣ ≤ 2∥O∥
√

1− exp(−β∥V ∥),

Proof. This is a straightforward application of the result in appendix C of Ref. [5], in which they show that

F
(

e−βH

Tr(e−βH)
,

e−βH′

Tr(e−βH′)

)
≤ exp(−β∥V ∥),

where F (ρ1, ρ2) = ∥√ρ1
√
ρ2∥op,1 is the fidelity between ρ1 and ρ2. Note also that ∥ρ1 − ρ2∥op, 1 ≤ 2

√
1− F (ρ1, ρ2),

and therefore∣∣∣∣Tr(Oe−βH

ZH(β)

)
− Tr

(
Oe−β(H+V )

ZH+V (β)

)∣∣∣∣ ≤ ∥O∥

∥∥∥∥∥ e−βH

Tr(e−βH)
− e−βH′

Tr(e−βH′)

∥∥∥∥∥
op,1

≤ 2
√

1− e−β∥V ∥

We next need the notion of exponentially-clustered correlations in a Gibbs state — which we reproduce below from
Ref. [6]. We will consider Hamiltonians on L ⊂ Zd expressed as

H =
∑
x∈L

hx,

where hx acts only on spins within a distance R of x ∈ L and ∥hx∥ ≤ 1. We will denote by supp(hx) ⊆ L the support
of hx. Given X ⊆ L, we denote by HX the operator

HX =
∑

x|supp(hx)⊆X

hx,

i.e. HX is the Hamiltonian H obtained on restricting H to the set X.
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Definition 1. A local Hamiltonian H is said to have exponential clustering of correlations at inverse temperature β if
∃c1, c2 > 0 such that for all X ⊂ L and operators A,B with supp(A), supp(B) ⊂ X with d(supp(A), supp(B)) ≥ l,∣∣Tr((A⊗B)σX(β)

)
− Tr

(
AσX(β)

)
Tr

(
BσX(β)

)∣∣ ≤ c2∥A∥∥B∥e−c1l,

where σX(β) = e−βHX/Tr[e−βHX ] is the Gibbs state corresponding to HX at inverse temperature β.

An important property of Hamiltonians with exponential clustering of correlations, which relies on quantum belief
propagation [7] and is proved in Ref. [6], is that local observables can be estimated locally.

Lemma 17 (From Ref. [6]). Suppose H is a local Hamiltonian on a finite lattice L ⊂ Zd with exponential clustering
of correlations at inverse temperature β. If L = A ∪ B ∪ C such that dist(A, C) ≥ l, then ∃c′1, c′2 such that

∥TrB,C(σL(β))− TrB(σA∪B(β))∥tr ≤ |∂C|c′2e−c′1l,

where σX(β) is the Gibbs state corresponding to HX and ∂C is the boundary between B,C.

Proof (of proposition 7). We assume that both H and H ′ have exponential clustering of correlations and satisfy
lemma 17. Suppose O is a local observable with support SO and consider B to be a region around SO and C be the
remainder of the lattice. We also assume that d(C, SO) ≥ l, for some l to be chosen later. We denote by σl(β) and
σ′
l(β) the Gibbs state, at inverse temperature β, corresponding to HSO∪B and H ′

SO∪B respectively, and by σ(β), σ′(β)
the Gibbs state corresponding to H and H ′. Now, from lemma 17 it follows that

|Tr(Oσ(β))− Tr(Oσl(β))|, |Tr(Oσ′(β))− Tr(Oσ′
l(β))| ≤ ∥O∥d(2l +RO)

d−1c′2e
−c′1l,

where RO = diam(SO) and we have used that |∂C| ≤ d× diam(SO ∪B)d−1 ≤ d(2l+RO)
d−1. Furthermore, lemma 16

can be used to bound |Tr(Oσl(β))− Tr(Oσ′
l(β))|. We note that ∥HSO∪B −H ′

SO∪B∥ ≤ δ(2l +RO)
d Therefore,

|Tr(Oσl(β))− Tr(Oσ′
l(β))| ≤ 2∥O∥

√
1− exp(−β∥HSO∪B −H ′

SO∪B∥) ≤ 2∥O∥
√

1− exp(−β(2l +RO)dδ).

Thus, from the triangle inequality we obtain the bound that

|Tr(Oσ(β))− Tr(Oσ′(β))| ≤ ∥O∥
[
d(2l +RO)

d−1c′2e
−c′1l + 2

√
1− exp(−β(2l +RO)dδ)

]
.

For β = Θ(1), choosing 2l +RO = c′1
−1

log(1/δ), we obtain that

|Tr(Oσ(β))− Tr(Oσ′(β))| ≤ ∥O∥O(δ logd(1/δ)
)
,

which proves the proposition. □

D. Fixed point of rapidly mixing Lindbladians

In this section, we consider spatially local Lindbladians which are also rapidly mixing as defined in Ref. [8]. We
establish that local observables measured in the fixed point are robust to both coherent and incoherent errors. We
point out that Ref. [8] already proved this statement if the incoherent errors are considered to be Markovian — we
show that this stability of local observables is retained in the more general setting of incoherent non-Markovian errors.
We first reproduce the definition of rapidly mixing Lindbladians from Ref. [8].

Assumption 1. Suppose L =
∑

α Lα is a spatially local Lindbladian on Zd
L where Lα are supported in Sα, and

let LΛl
=

∑
α:Sα⊆Λl

Lα be the Lindbladian obtained from L by only retaining Lα which are supported entirely in

sublattice Λl
∼= Zd

l . Then, for any choice of Λl, LΛl
has a unique fixed point σΛl

and

∥eLΛl
t(·)− σΛl

Tr(·)∥⋄ ≤ κ(l)e−γt,

where γ > 0 is some constant and κ(l) ≤ O(poly(l)).

An important consequence of this assumption, established in Ref. [8], is the local rapid mixing property which we
state below.
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Lemma 18 (Ref. [8]). Suppose L =
∑

α Lα is a spatially local Lindbladian which satisfies assumption 1 and O is a
local observable with support SO. Then,

∥eL
†t(O)− I Tr(σO)∥ ≤ ∥O∥k(|SO|)e−γt,

for some k(l) ≤ O(poly(l)).

Proof (of proposition 8) We will show that for any time t > 0, the observable obtained by the noisy quantum simulator
is close to the true observable if assumption 1 is satisfied. Denoting by O the true observable, and by O′ the observable
in the presence of errors and noise, we start with

|O − O′| =
∣∣∣∣∫ t

0

Tr

(
eL

†(t−s)(O)(L′(s)− L)(E ′(s, 0)(ρ(0)))

)
ds

∣∣∣∣ ,
≤

∑
α

∫ t

0

∣∣∣∣Tr(eL†(t−s)(O)Lα(s)(E ′(s, 0)(ρ(0)))

)∣∣∣∣ ds,
≤

∑
α

∫ t

0

∣∣∣∣Tr(eL†s(O)Lα(t− s)(E ′(t− s, 0)(ρ(0)))

)∣∣∣∣ ds,
≤

∑
α

(
eα,<(tα, t) + eα,>(tα, t)

)
. (28a)

where tα remains to be chosen and

eα,<(tα, t) =

∣∣∣∣∣
∫ min(t,tα)

0

Tr

(
eL

†s(O)L′
α(t− s)(E ′(t− s, 0)(ρ(0)))

)
ds

∣∣∣∣∣ and (28b)

eα,>(tα, t) =

∣∣∣∣∣
∫ t

min(t,tα)

Tr

(
eL

†s(O)L′
α(t− s)(E ′(t− s, 0)(ρ(0)))

)
ds

∣∣∣∣∣ (28c)

We now separately upper bound both e<(tα, t) and e>(tα, t). We can use lemma 14 to obtain

eα,<(tα, t) ≤ δtα|SO|∥O∥(1 + 4nL)min(e−µd(SO,Λα)(evtα − 1), 1). (29)

Next, consider eα,>(tα, t) — for tα < t, it trivially follows that eα,>(tα, t) = 0. For tα ≥ t, we use lemma 18 —

we begin by expressing eL
†s(O) = Tr(σO)I + (eL

†s(O) − Tr(σO)I). From this decomposition and the definition of
eα,>(tα, t), we obtain that

eα,>(tα, t) =

∣∣∣∣ ∫ t

min(t,tα)

Tr(Oσ)Tr

(
L′
α(t− s)

(
E ′(t− s, 0)(ρ(0)))

)
ds+∫ t

min(t,tα)

Tr

((
eL

†s(O)− Tr(Oσ)I
)
L′
α(t− s)

(
E ′(t− s, 0)(ρ(0)))

)
ds

∣∣∣∣,
=

∣∣∣∣∣
∫ t

min(t,tα)

Tr

((
eL

†s(O)− Tr(Oσ)I
)
L′
α(t− s)

(
E ′(t− s, 0)(ρ(0)))

)
ds

∣∣∣∣∣ , (30)

where we have used the fact that since L′
α(t− s) is a valid Lindbladian, it maps any operator to a traceless operator

— in particular, Tr(L′
α(t − s)(E ′(t − s, 0)(ρ(0)))) = 0. Next, we note that since O is a system operator and L (the

target Lindbladian) is also only defined on the system, eL
†s(O) − Tr(Oσ)I is an operator that does not act on the

environment. Therefore, we obtain from Eq. 30 that

eα,>(tα, t) =

∣∣∣∣∣
∫ t

min(t,tα)

TrS

((
eL

†s(O)− Tr(Oσ)I
)
TrE

(
L′
α(t− s)

(
E ′(t− s, 0)(ρ(0)))

))
ds

∣∣∣∣∣ ,
≤

∫ t

min(t,tα)

∥eL
†s(O)− Tr(Oσ)I∥∥TrE(L′

α(t− s)(E ′(t− s, 0)(ρ(0)))∥op,1ds,

≤ ∥O∥k(|SO|)
∫ t

min(t,tα)

e−γs∥TrE(L′
α(t− s)(E ′(t− s, 0)(ρ(0)))∥op,1ds,
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where, in the last step, we have used lemma 18. Now, using the explicit expression for L′
α(s), we obtain that

eα,>(tα, t) ≤ ∥O∥k(|SO|)
(∫ t

min(t,tα)

e−γs ∥TrE((Lα − L′
α)(E ′(t− s, 0)(ρ(0)))∥op,1 ds+

2

nL∑
j=1

∫ t

min(t,tα)

e−γs∥L†
j,αTrE(Aj,αE ′(t− s, 0)(ρ(0)))∥op,1

)
.

Using ∥Lα − L′
α∥⋄ ≤ δ, ∥Lj,α∥ ≤

√
δ and lemma 13, we obtain that

eα,>(tα, t) ≤ ∥O∥k(|SO|)δ
(
1 + 2nL)

∫ t

min(t,tα)

e−γsds ≤ ∥O∥k(|SO|)δ
(
1 + 2nL)e

−γtα . (31)

Finally, from Eqs. 28a, 29 and 31, we obtain that

|O − O′| ≤ ∥O∥δ(1 + 4nL)
∑
α

(
k(|SO|)e−γtα + |SO|tα min

(
e−µd(SO,Λα)

(
evtα − 1), 1

))
.

Now, we make a choice of tα = µd(SO,Λα)/2v, we obtain that

|O − O′| ≤ ∥O∥δ(1 + 4tnL)
∑
α

(
k(|SO|)e−γµd(SO,Λα)/2v + |SO|

µd(SO,Λα)

2v
e−µd(SO,Λα)/2

)
.

The summation in the above bound converges to a constant independent of the system size, and we thus obtain that
|O − O′| ≤ O(δ). □
.

Supplemental note IV: Lower bounds on convergence to thermodynamic limits

A. Dynamics

In the main text, we had considered a sequence of spatially local, translationally invariant Lindbladians {Ln}, where
Ln acts on n qudits arranged on the d−dimensional lattice Zd

L with n = Ld. From the Lieb-Robinson bounds, it
followed that for local observables On at a fixed (n−independent) site on the lattice, limn→∞ Tr(One

Lnt((|0⟩⟨0|)⊗n))
exists and, for t ≤ O(1), and converges exponentially in n i.e.∣∣∣Tr(One

Lnt((|0⟩⟨0|)⊗n))− lim
n→∞

Tr(One
Lnt((|0⟩⟨0|)⊗n))

∣∣∣ ≤ O(e−Ω(n1/d)). (32)

In particular, this convergence estimate implies that
∣∣Tr(One

Lnt((|0⟩⟨0|)⊗n))− limn→∞ Tr(One
Lnt((|0⟩⟨0|)⊗n))

∣∣ ≤ ε

if n ≥ Ω(logd(ε−1)). In this subsection, we will exhibit a simple model on a d−dimensional lattice almost saturates
this bound. We first establish some useful technical lemmas.

Lemma 19. For p ∈ N, it follows that
(a) If L ∈ N is even then,

L−1∑
m=0

sin2p
(
mπ

L

)
=

L

22p

(
2p

p

)
+

L

22p−1

∑
1≤k≤p/L

(
2p

p+ kL

)
.

(b) The integral ∫ π

0

sin2p(θ)dθ =
π

22p

(
2p

p

)
.

Proof : (a) We begin by noting that

L−1∑
m=0

sin2p
(
πm

L

)
= 2

L/2−1∑
m=0

cos2p
(
mπ

L

)
− 1. (33)
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Next, we have that

L/2−1∑
m=0

cos2p
(
πm

L

)
=

1

22p

L/2−1∑
m=0

2p∑
k=0

(
2p

k

)
Re

(
ei2πm(p−k)/L

)
=

1

22p

2p∑
k=0

(
2p

k

) L/2−1∑
m=0

Re

(
ei2πm(p−k)/L

)
.

Noting that

L/2−1∑
n=0

Re

(
ei2πnk/L

)
=


N/2 if k ∈ {0,±L,±2L . . . },
0 if k is odd,

1 if k is even and k /∈ {0,±L,±2L . . . },

we obtain

L/2−1∑
n=0

cos2p
(
πn

L

)
=

L

22p+1

(
2p

p

)
+

L

22p

∑
1≤k≤p/L

(
2p

p+ k

)
+

1

2
. (34)

Part (a) of the lemma then follows from Eqs. 33 and 34.

(b) We note that ∫ π

0

sin2p(θ)dθ = 2

∫ π/2

0

cos2p(θ)dθ =
2

22p

2p∑
m=0

(
2p

m

)∫ π/2

0

Re

(
ei2(p−m)θ

)
dθ.

Noting that for q ∈ Z, ∫ π/2

0

Re
(
e2iqθ

)
dθ =

{
π/2 if q = 0,

0 otherwise,

and thus ∫ π

0

sin2p(θ)dθ =
π

22p

(
2p

p

)
.

□

Lemma 20. For 0 ≤ α ≤ π/4,

1

L

L−1∑
m=−L

cos

(
α sin

(
πm

L

))
≥

√
2.

Proof : This follows from the simple observation that since |sin(πm/L)| ≤ 1, and the cosine function is decreasing in

the interval [−π/2, π/2], for 0 ≤ α ≤ π/4, cos(α sin(πm/n)) ≥ 1/
√
2 for all m ∈ {−L,−L+ 1 . . . L− 1}. □

Lemma 21. If L ∈ N is even and for 0 ≤ α < 2
√
L,

π

L

L−1∑
m=−L

cos

(
α sin

(
πm

L

))
−

∫ π

−π

cos(α sin θ)dθ ≥ 4π
(α/2)2L

(2L)!

(
1− α2

4(2L+ 1)

)
Proof : We begin by using the Taylor expansion of the cosine function to obtain that

π

L

L−1∑
m=−L

cos

(
α sin

(
πm

L

))
−
∫ π

−π

cos(α sin θ)dθ =

∞∑
p=1

(−1)p
α2p

(2p)!

(
π

L

L−1∑
m=−L

sin2p
(
πm

L

)
−

∫ π

−π

sin2p(θ)dθ

)
.

Using lemma 19, we then obtain that

π

L

L−1∑
m=−L

cos

(
α sin

(
πm

L

))
−
∫ π

−π

cos(α sin θ)dθ =

∞∑
p=1

Tp(α),
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where

Tp(α) = 4π(−1)p
(α/2)2p

(2p)!

∑
1≤k≤p/L

(
2p

p+ kL

)
.

Furthermore, assuming that L is even, we note that for even p,

Tp(α) + Tp+1(α) = 4π
(α/2)2p

(2p)!

∑
1≤k≤p/L

(
2p

p+ kL

)
− 4π

(α/2)2p+2

(2p+ 2)!

∑
1≤k≤(p+1)/L

(
2p+ 2

p+ 1 + kL

)
,

= 4π
(α/2)2p

(2p)!

[ ∑
1≤k≤p/L

(
2p

p+ kL

)
− (α/2)2

(2p+ 2)(2p+ 1)

(
2p+ 2

p+ 1 + kL

)]
,

= 4π
(α/2)2p

(2p)!

[ ∑
1≤k≤p/L

(
2p

p+ kL

)(
1− α2

4((p+ 1)2 − k2L2)

)]

Noting that if 1 ≤ k ≤ p/L, (p+ 1)2 − k2L2 ≥ L, and for α ≤ 2
√
L, 1− α2/4((p+ 1)2 − k2L2) ≥ 0, and we conclude

that Tp(α) + Tp+1(α) ≥ 0 for all even p.
Next, we note that Tp(α) = 0 for 1 ≤ p < L. Since L is even and, as established above, Tp(α) + Tp+1(α) ≥ 0 for

even p, we obtain the lower bound

π

n

L−1∑
m=−L

cos

(
α sin

(
πm

L

))
−
∫ π

−π

cos(α sin θ)dθ ≥ TL(α) + TL+1(α) = 4π
(α/2)2L

(2L)!

(
1− α2

4(2L+ 1)

)
≥ 2π

(α/2)2L

(2L)!
,

which establishes the lemma. □
The model that we consider is simple fermionic tight-binding model on a d−dimensional lattice Ld, where L =

{−L,−L+ 1 . . . L− 1}, with imaginary hopping amplitudes

Hn = i
∑
x∈Ld

d∑
m=1

(
a†xax+em − h.c.

)
,

where n = (2L)d, em is the unit vector along the mth lattice direction and a periodic boundary condition is assumed.
For simplicity, we will assume that L is even. This Hamiltonian can be analytically diagonalized to obtain

Hn =
∑
k∈Ld

ωkã
†
kãk,

where

ãk =
1

(2L)d/2

∑
x∈Ld

axe
iπk·x/L and ωk = 2

d∑
m=1

sin

(
πkm
L

)
.

We now consider the local observable On = a†0a0, and an initial state |ψn(0)⟩ = a†0 |vac⟩, and provide a lower bound
on the error

En =
∣∣∣⟨ψn(0)| eiHntOne

−iHnt |ψn(0)⟩ − lim
n→∞

⟨ψn(0)| eiHntOne
−iHnt |ψn(0)⟩

∣∣∣ (35)

Proposition 1. There exists a nearest-neighbour Hamiltonian Hn on n = (2L)d fermions (or spins) arranged on a
d−dimensional lattice, a single-site observable On and an initial state |ψn(0)⟩ and a time t independent of n such that
limn→∞ Tr(One

−iHntρne
iHnt) exists and∣∣∣⟨ψn(0)| eiHntOne

−iHnt |ψn(0)⟩ − lim
n→∞

⟨ψn(0)| eiHntOne
−iHnt |ψn(0)⟩

∣∣∣ ≤ ε =⇒ n ≥ Ω

(
logd(Θ(ε−1))

logd log(Θ(ε−1))

)
.

Proof : We can obtain an expression for ⟨ψn(0)| eiHntOne
−iHnt |ψn(0)⟩ = |⟨ψn(0)| e−iHnt |ψn(0)⟩|2 by noting that

|ψn(0)⟩ = 1
(2L)d/2

∑
k∈Ld

n
ã†k |vac⟩, and thus,

⟨ψn(0)| e−iHnt |ψn(0)⟩ =
1

(2L)d

∑
k∈Ld

n

e−iωkt =
1

(2L)d

( L−1∑
k=−L

e−2it sin(πk/L)

)d

=
1

(2L)d

( L−1∑
k=−L

cos
(
2t sin(πk/L)

))d
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It also follows, from this expression, that

lim
n→∞

⟨ψn(0)| e−iHnt |ψn(0)⟩ =
1

(2π)d

(∫ π

−π

cos(2t sin θ)dθ

)d

Consider now the error En defined in Eq. 35 — from the analytical expression for ⟨ψ0| e−iHnt |ψ0⟩ given above, we
obtain that

En =
1

(2π)2d

∣∣∣∣∣
( ∫ π

−π

cos(2t sin θ)dθ

)2d

−
(
π

n

n−1∑
k=−n

cos
(
2t sin(πk/n)

))2d
∣∣∣∣∣ .

Note that for x, y ≥ a > 0 and k ∈ N, |xk − yk| = |x− y|(xk−1 + xk−2y + xk−3y2 + . . . yk−1) ≥ kak−1|x− y|. From
this fact and from lemma 20, it follows that

En ≥ (2d− 1)2d

(2π)2d

∣∣∣∣∣
∫ π

−π

cos(2t sin θ)dθ − π

n

n−1∑
k=−n

cos(2t sin(πk/n))

∣∣∣∣∣ .
Finally, using lemma 21, we obtain that

En ≥ (2d− 1)2d

(2π)2d−1

(α/2)2L

(2L)!
≥ (2d− 1)2d

(2π)d−1(2L+ 1)2L+1

(
eα

2

)2L

.

Now, if En ≤ ε for small ε, then(
2L+ 1

eα/2

) 2L+1
eα/2

≥
(
2d+1(2d− 1)

eα(2π)d−1ε

)2/eα

=⇒ (2L+ 1) ≥ eα

2
e
W0

(
2
eα log

(
2d+1(2d−1)

eα(2π)d−1ε

))
,

where W0(·) is the Lambert W function. Noting that as x → ∞, W0(x) → log(x/ log(x)), we obtain that for ε → 0
and for a constant α, L ≥ Ω(log(Θ(ε−1))/ log log(Θ(ε−1))). Since n = (2L)d we obtain the proposition. □

B. Ground state

The AKLT Hamiltonian is an example of a Hamiltonian where the convergence of a local observable to the ther-
modynamic limit is logarithmic and tight [9]. We can also easily construct a higher dimensional model using the
AKLT model that satisfies a logarithmic convergence to the thermodynamic limit. Consider a d-dimensional lattice
Ld = {0, 1, 2 . . . L− 1}d with n = Ld sites. At each site, we have d spin 1 systems (i.e. the local Hilbert space at each
site is (C3)⊗d). We consider the following translationally invariant Hamiltonian, with periodic boundary conditions,
on this lattice of qudits —

H =

d∑
m=1

Hm where Hm =
∑
x∈Ld

(
S⃗m
x · S⃗m

x+em +
1

3

(
S⃗m
x · S⃗m

x+em

)2)
, (36)

where S⃗m
x is the vector of spin 1 operators at site x and on the mth spin 1 system at this site, em is the unit translation

vector on the lattice along the mth direction. Note that Hm is the sum of 1D AKLT models on the mth spin in every
row of qudits along the mth direction.

Lemma 22. Consider |GL,AKLT⟩ =
∑

i∈{−1,0,1}L Tr[Ai0Ai1 . . . AiL−1 ] |i0, i1 . . . iL−1⟩ with A±1 = ±
√
2/3σ±, A

0 =

−
√
1/3 σz, to be the ground state of the 1D AKLT model with periodic boundary conditions on L spins and the

single site observable OL = |0⟩ ⟨0| ⊗ I⊗(L−1) then

⟨GL,AKLT|OL |GL,AKLT⟩ =
1

3

(
1− (−1)L−1

3L−1

)
.

Proof : We can explicitly compute ⟨GL,AKLT|OL |GL,AKLT⟩ to obtain

⟨GL,AKLT|OL |GL,AKLT⟩ =
1

3

∑
i,j∈{0,1}

(−1)i+j ⟨i|TL−1(|i⟩ ⟨j|) |j⟩ ,



27

where T is the transfer tensor corresponding to the MPS |GL,AKLT⟩, which is a single qubit channel given by

T(X) =
2

3
σ+Xσ− +

2

3
σ−Xσ+ +

1

3
σzXσz.

We can note that Tk(I) = I, Tk(σz) = (−1/3)kσz,T
k(|0⟩ ⟨1|) = (−1/3)k |0⟩ ⟨1|, Tk(|1⟩ ⟨0|) = (−1/3)k |1⟩ ⟨0|. We then

obtain that

⟨0|Tk(|0⟩ ⟨1|) |1⟩ = ⟨1|Tk(|1⟩ ⟨0|) |0⟩ = (−1)k

3k
,

⟨0|Tk(|0⟩ ⟨0|) |0⟩ = 1

2
⟨0|Tk(I) |0⟩+ 1

2
⟨0|Tk(σz) |0⟩ =

1

2
+

1

2

(−1)k

3k
,

⟨1|Tk(|1⟩ ⟨1|) |1⟩ = 1

2
⟨1|Tk(I) |1⟩ − 1

2
⟨1|Tk(σz) |1⟩ =

1

2
− 1

2

(−1)k

3k
.

Thus,

⟨GL,AKLT|OL |GL,AKLT⟩ =
1

3

(
1− (−1)L−1

3L−1

)
,

which establishes the lemma. □

Proposition 2. There exists a nearest neighbour gapped Hamiltonian Hn on n qudits arranged on a d-dimensional
lattice with a unique ground state |Gn⟩, a single site observable On such that∣∣∣⟨Gn|On |Gn⟩ − lim

n→∞
⟨Gn|On |Gn⟩

∣∣∣ ≤ ε =⇒ n ≥ Ω
(
logd(Θ(ε−1))

)
.

Proof : The Hamiltonian is provided in Eq. 36. Since the AKLT Hamiltonian is known to be gapped, this Hamiltonian
is gapped as well. We choose the observable On = (|0⟩ ⟨0|)⊗d ⊗ I⊗(n−1) i.e. the projector |0⟩ ⟨0| on all the spin 1
systems at the first site of the lattice, and identity on the remaining sites. Using lemma 22, we obtain that

⟨Gn|On |Gn⟩ =
1

3

(
1− 1

3n1/d−1

)d

,

where, for simplicity, we assume that n1/d is odd. We then obtain that∣∣∣⟨Gn|On |Gn⟩ − lim
n→∞

⟨Gn|On |Gn⟩
∣∣∣ = 1

3

(
1−

(
1− 1

3n1/d−1

)d)
≤ ε =⇒ n ≥ Ω

(
logd(Θ(ε−1))

)
,

which establishes the proposition. □

C. Fixed points

Glauber dynamics for classical Ising models are examples of Lindblad evolutions which satisfy rapid mixing, and
the convergence of local observables to the thermodynamic limit is logarithmic and tight. To construct an explicit
example, we begin with the following result, which follows directly from the transfer matrix method.

Lemma 23. Consider L spins on 1D lattice in the state ρL = e−βHL/Tr[e−βH ] where HL = −
∑L−1

i=1 ZiZi+1. Let
⟨Z1Z2⟩L := Tr(Z1Z2ρL), then

tanhL−2 β√
2 sinhβ coshβ

≤
∣∣∣⟨Z1Z2⟩L − lim

L→∞
⟨Z1Z2⟩L

∣∣∣ ≤ √
2 tanhL−2 β

sinhβ coshβ
.

Proof. The proof of this proposition follows by explicit computation using the transfer matrix method [10]. We note
that

Tr(e−βH) =
∑

σ∈{−1,1}L

eβσ1σ2eβσ2σ3 . . . eβσL−1σL = Tr
(
TL−1

)
,
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and

Tr(Z1Z2e
−βH) =

∑
σ∈{−1,1}L

σ1σ2e
βσ1σ2eβσ2σ3 . . . eβσL−1σLTr =

(
RTL−2

)
,

where

T =

[
eβ e−β

e−β eβ

]
and R =

[
eβ −e−β

−e−β eβ

]
.

Therefore, we obtain an explicit expression for ⟨Z1Z2⟩L:

⟨Z1Z2⟩L =
Tr

(
RTL−2

)
Tr

(
TL−1

) =

√
2
(
sinhβ coshL−2 β + coshβ sinhL−2 β

)
coshL−1 β + sinhL−1 β

.

We note that for any β > 0, coshβ > sinhβ and therefore limL→∞⟨Z1Z2⟩L =
√
2 tanhβ. Furthermore, from the

explicit expression for ⟨Z1Z2⟩L, we obtain that

∣∣∣⟨Z1Z2⟩L − lim
L→∞

⟨Z1Z2⟩L
∣∣∣ = √

2

sinhβ coshβ

∣∣∣∣∣ sinhL−2 β

sinhL−2 β + coshL−2 β

∣∣∣∣∣ .
From this explicit expression and observing that coshL−2 β ≤ coshL−2 β + sinhL−2 β ≤ 2 coshL−2 β, we obtain the
lemma statement.

Proposition 3. There exists a nearest neighbour Lindbladian Ln on n qudits arranged on a d-dimensional lattice with
a unique fixed point σn and which satisfies rapid mixing, and a local observable On such that∣∣∣Tr(σnOn

)
− lim

n→∞
Tr

(
σnOn

)∣∣∣ ≤ ε =⇒ n ≥ Ω
(
logd(Θ(ε−1))

)
.

Proof. Let us first consider the 1D setting — a spatially local rapidly mixing Lindbladian n spins, L(1)
n =∑n−2

α=0 L
(1)
α,α+1;n where L(1)

α,α+1;n acts on αth, (α+1)th spins, and a local observable that proves the proposition can be

constructed by a quantum encoding of classical Glauber dynamics preparing the Gibbs state (at any non-zero inverse
temperature β) of the classical Ising model H = −

∑n
i=1 ZiZi+1. This construction is explicitly outlined in Ref. [8]

and shown to be rapidly mixing as a quantum evolution as a consequence of log Sobolev inequalities that have been
established for the classical Glauber dynamics [11]. Furthermore, from lemma 23, it follows that the local observable
Z0Z1 satisfies the convergence condition in the proposition statement.

Similar to the example of the gapped ground state, the 1D example can then be used to construct the d-dimensional
example. We consider spins arranged on the d−dimensional lattice Zd

L where L = n1/d — at every lattice site, we

will have d spins (i.e. the local Hilbert space is
(
C2

)⊗d
). We will consider the nearest-neighbour Lindbladian formed

by implementing the Lindbladian

L(d)
n =

d−1∑
m=0

L(d)
m;n where L(d)

m;n =
∑

α∈{0,2...L−2}d

L(1)
αm,αm+1 ⊗ id,

where L(1)
αm,αm+1 acts on the mth spin at site α and the mth spin at the site displaced by one unit from α along the

mth direction. We point out that since L(1)
n satisfies rapid mixing, by construction, so does L(d)

n . Consider now the
observable On

On =

d−1∏
m=0

Z0,mZem,m,

where Zα,m is the Z operator acting on the mth spin at site α, amd em is the unit vector along the mth lattice
direction. Using lemma 23, it can be seen that

Tr(σnOn) =
(
⟨Z1Z2⟩n1/d

)d
,
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where ⟨Z1Z2⟩L is defined in lemma 23. Note that limn→∞ Tr(σnOn) = (
√
2 tanhβ)d. We also obtain from lemma 23

that for positive β which is Θ(1) ,

⟨Z1Z2⟩n1/d ≥
√
2 tanh(β)−O(e−Θ(n1/d)) and

∣∣∣⟨Z1Z2⟩n1/d −
√
2 tanhβ

∣∣∣ ≥ Ω(e−Θ(n1/d)).

We now obtain that∣∣∣Tr(σnOn)− lim
n→∞

Tr(σnOn)
∣∣∣ = ∣∣∣⟨Z1Z2⟩n1/d −

√
2 tanhβ

∣∣∣× d−1∑
j=0

⟨Z1Z2⟩jn1/d

(√
2 tanhβ

)d−1−j
,

≥ Ω(e−Θ(n1/d))×
(√

2 tanh(β)−O(e−Θ(n1/d))
)
≥ Ω(e−Θ(n1/d)),

from which the proposition follows.
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