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Online Supplement to Tay et al. (2023). Thinking Clearly About Misinformation. 

Supplementary Table 1 

Examples of Misinformation Types 

Type  Example 

Systemic 

Lies 

In the lead up to and during the 2003 invasion of Iraq, senior government 

officials peddled the narrative that Iraq held weapons of mass destruction that 

threatened the U.S. Misleading reports based on shoddy evidence were also 

produced in an attempt to link Saddam Hussein to Sep 11 (Calabrese, 2005). In a 

similar vein, vested-interest groups and fossil-fuel corporations have long sought 

to undermine effective climate action through the funding of contrarian 

scientists and conservative think tanks, and by engaging public-relations 

companies. Efforts have involved promoting cherry-picked data, generating 

uncertainty, and attacking the integrity of climate scientists (Boussalis & Coan, 

2016; Dunlap & Brulle, 2020; Lewandowsky, 2021; Oreskes & Conway, 2010). 

Truthiness Media personalities such as Sean Hannity often aim to build personal 

connections with target audiences, which are then leveraged as emotional 

appeals for truth that sidestep the need for reasoned arguments and evidence 

(McCright & Dunlop, 2017). Arguably, social-media influencers on TikTok and 

Instagram also fall under this category, particularly when they take on 

undisclosed sponsorship of products (see also Kim et al., 2021). Such practices 

can range from innocuous to dangerous (e.g., undermining public-health 

responses and promoting supplements that are harmful; Bursztyn et al., 2020; 

MacFarlane et al., 2020).  

Shock & 

Chaos 

Russian disinformation campaigns often involve large volumes of content to 

foster doubt, sow confusion, and destabilize Western democracies. For example, 

when a Russian-made missile downed flight MH17 in 2014, Russia responded 

by denying the missile’s origin, claiming the pilot had deliberately crashed the 

plane, or that Ukraine was to blame (e.g., Lewandowsky & Lynam, 2018). Such 

campaigns can also include the use of automated “bots” (e.g., Broniatowski et 

al., 2018; White, 2016), which can flood the landscape with false information 

and serve as links to questionable sources, exploiting algorithms that seek to 

maximize user engagement and making access to accurate information overall 

more difficult.  

Bullshit Purveyors of bullshit will spread any information seen as conducive to their 

cause without regard for truth. This includes headlines such as “Pfizer’s Puppet 

President Biden Gives $9 Billion Taxpayer Funds for Millions More COVID 

Vaccines that Nobody Wants” and “Democrat Senator Ginny Talia was […] 

overheard saying: Americans over 70 should be euthanized” (O’Rourke, 2020). 

Journalists have also documented the litany of blatant falsehoods espoused by 
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Trump on a range of topics (e.g., Kessler et al., 2019).  

Paltering Paltering is common across politics, marketing, espionage, and ordinary 

interactions. For example, during World War II, Nazi propagandist Joseph 

Goebbels used the fact that there was misinformation about Germany during 

World War I to discredit contemporary claims of German war crimes against the 

Jewish population (Marlin, 2013; Van Alstyne, 2022). Likewise, when the 

journalist Jim Lehrer asked Bill Clinton if he had a sexual relationship with his 

intern, Monica Lewinsky, Clinton responded with “There is not a sexual 

relationship – that is accurate”. This response was technically true, as the 

relationship had ended, but was made with the intent to mislead (Rogers et al., 

2014). Recent research has identified relatively high prevalence of 

misinformation in visual formats, including memes with misleading texts and 

images that place facts in misleading contexts (Yang et al., 2023). In addition, 

paltering can be inadvertent. For example, the American Diabetes Association’s 

webpage on “Diabetes Myths” includes information that may be false only due 

to uncharitable reading. The labelling of such information as myths, although 

technically true, has been shown to lower readers’ knowledge about diabetes 

(Powell et al., 2020).  
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