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S1. Web Application Details

S1.1. Welcome Page
Figure 1

Welcome page Screenshot.

S1.2. Introduction Page

Original instructions:
● Deze taak is enkel uit te voeren op een laptop/computer.

● Gelieve uw oortelefoons/koptelefoon of iets dergelijks te gebruiken met microfoon; dit

zorgt voor hoge kwaliteit opnames.

● Indien u zeker bent dat de microfoon van uw computer van voldoende hoge kwaliteit is,

mag u deze gebruiken.

● Zorg dat u plaatsneemt in een rustige omgeving waar u 30 minuten omringt wordt door

zo min mogelijk afleiding en geluid.

● Zorg dat u een glas water bij uw laptop/computer hebt staan.

● Tijdens de taak zitten een aantal korte drinkpauzes zodat u geen droge keel krijgt door

het veelvuldig praten – ook dit zorgt voor hoge kwaliteit opnames.

Translated instructions:
● This task is only to be performed on a desktop.
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● We strongly suggest using a headphone, only use your desktops' microphone when you

are sure that the recording quality of the device is high.

● Make sure that you are in a quiet and distraction free environment for at least 30

minutes.

● Make sure that you have a glass of water next to your desktop

● During the task, several drinking pauses will occur. This ensures that you will not suffer

from a dry throat while speaking.

Figure 2

Introduction page screenshot.
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S1.3. Instruction Page

Figure 3-5

Instruction page screenshots.



5



6



7

S1.4. Rest Block

Figure 6

Rest block screenshot.

S1.5. “Marloes” Text

Papa en Marloes staan op het station.

Ze wachten op de trein.

Eerst hebben ze een kaartje gekocht.

Er stond een hele lange rij, dus dat duurde wel even.

Nu wachten ze tot de trein eraan komt.

Het is al vijf over drie, dus het duurt nog vier minuten.

Er staan nog veel meer mensen te wachten.

Marloes kijkt naar links, in de verte ziet ze de trein al aankomen.
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S1.6. GSSP Web App Image Subsets

Figure 7

PiSCES image subset.
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Figure 8

Radboud faces image subset.
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S2. Speech Data Parsing

Figure 9

Visualizations employed during the participant audio analysis step.
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Note. The upper plot highlights the recorded, non-VAD cropped, utterance duration for each database subset,

allowing to detect duration outliers. Below this duration plot, two utterances from the PiSCES subset are analyzed.

For each utterance, the raw and transformed audio can be listened to. Below the audio players, a time-series

visualization highlights the predictions of a voice activity detection (VAD) model and the extracted openSMILE Low

Level Descriptors (LLDs). The VAD predictions are used to detect the first and last speech segments, which on its

end determine the regions that will be omitted in the parsing block, i.e., the red shaded areas on the upper subplot.

The purpose of the two lower subplots is to assess the ability of OpenSMILE to qualitatively extract speech metrics

from the excerpts. The chosen metrics, fundamental frequency (F0) and jitter, are useful indicators of the stability of

the feature extraction process. Finally, the table at the bottom of the figure shows the correlation of the extracted

speech features with respect to the raw (non-resampled) WAV file. The visualization code can be found here1.

Figure 10

Manual inspection of a participant with a large silent part at the end.

Note. The Voice Activity Detection (VAD) segmentation is able to detect this silence. The red-shaded rectangle

indicates that this part will not be included in the parsed segment.

1 https://github.com/predict-idlab/gssp_analysis/notebooks/0.3_Process_audio_Analyze_quality.ipynb

https://github.com/predict-idlab/gssp_analysis/blob/bed6d2508a5bb2aa58f94142c6e186ae0132c2a6/notebooks/0.3_Process_audio_Analyze_quality.ipynb
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S3. Number of Removed Recordings per Participant

Figure 11

Illustration of number of removed recordings per participant by not meeting the 15-second voiced duration criteria.

The distribution reveals that for 75 of the 82 participants, fewer than 4 recordings are removed. This visualization also

indicates that the majority of excluded recordings can be attributed to a small group of participants (i.e., 3-7

participants).
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S4. OpenSMILE Feature Subset

Table 1

Description of utilized OpenSMILE GeMAPSv01b Functional features.

GeMAPSv01b name Description

Temporal

loudnessPeaksPerSec The mean rate of loudness peaks, i.e., the number of

loudness peaks per second.

MeanVoicedSegmentLengthSec The mean length of continuously voiced regions (F0 > 0).

MeanUnvoicedSegmentLength

StddevUnvoicedSegmentLength

The mean length and the standard deviation of unvoiced

regions (i.e., F0 = 0; approximating pauses).

Spectral

F0semitoneFrom27.5Hz_sma3nz_amean

F0semitoneFrom27.5Hz_sma3nz_stddevNorm

F0semitoneFrom27.5Hz_sma3nz_pctlrange0-2

Aggregation of moving windows in which the Logarithmic F0

is computed on a semitone frequency scale, starting at 27.5

Hz (semitone 0). The moving window output is first

smoothened by a moving average with a window size of 3

that only includes non-zero values (sma3nz). The

aggregations are respectively: mean, standard deviation,

and range of 20th to 80th percentile.

To convert the semitone frequency (F0st) to hertz, the

following formula can be applied:

𝐹0
𝐻𝑧

 =  27. 5𝐻𝑧 *  2
𝐹0

𝑠𝑡
 / 12

jitterLocal_sma3nz_amean Mean aggregation of moving window in which the deviation

of individual consecutive F0 period lengths is computed.

Amplitude

loudness_sma3_amean

loudness_sma3_percentile50.0

loudness_sma3_pctlrange0-2

Aggregation of moving windows of perceived signal intensity

from an auditory spectrum. The aggregation are

respectively: mean, median, and range of 20th to 80th

percentile.

shimmerLocaldB_sma3nz_amean Mean aggregation of moving windows of the differences of

the peak amplitudes of consecutive F0 periods.

Note.We further refer to Appendix 6.1 of (Eyben et al., 2016) for implementation details.

https://www.zotero.org/google-docs/?FLgcqc
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S5. OpenSMILE Sampling Rate Inconsistency

Figure 12

Illustration of inconsistency in the GeMAPSv01b Low-Level-Descriptors (LLDs) values when varying the sample

frequency. The selection of F0semitone and jitterLocal as features was based on prior utilization in the current work

and their interpretability

The above figure demonstrates the instability of the GeMAPSv01b

Low-Level-Descriptors (LLDs) when the audio sample rate is altered. At approximately second

15 and 17, the F0semitone and jitterLocal metrics exhibit large values during non-voiced

segments in the case of the original 44.1kHz signal (represented by the green trace). In

particular, an F0semitone value of 62 represents an F0 of 987Hz, which is deemed implausible.

The original 44.1kHz speech signal was resampled to 16kHz using TorchAudio’s resample

method, which applies sinc-interpolation (Yang et al., 2021).

Our initial hypothesis was that the original 44.1kHZ audio contains high-frequency

harmonics (e.g., whirring PC-fan) that are more easily picked-up when OpenSMILE is used in

certain configurations (in this case a higher sampling rate). To test this hypothesis, we added

high-frequency Gaussian noise of -30dB to the audio to determine if it would reduce the ability

https://www.zotero.org/google-docs/?b4L63I
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to detect these harmonics. The results for a single segment are depicted in the figure below.

The 16kHz resampled data showed an expected outcome; the signal-to-noise ratio at voiced

boundaries for the noisy signal, represented by the orange trace of (a), was slightly trimmed at

second 16.25 and 16.75, resulting in a decrease of higher jitter values. Conversely, the addition

of noise to the 44.1kHz signal, represented by the blue trace of (b), did not result in an improved

detection of unvoiced regions. As such, there was no decrease in F0 or jitter values. Hence, we

can conclude that resampling high-frequency seems to contribute more to improved voiced

boundary detection than the Gaussian-noise addition.

Figure 13

Impact of Gaussian noise superposition to (resampled) audio.

(a) 16kHz

(b) 44.1kHz
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S6. OpenSMILE Delta Visualizations

Figure 14

GeMAPSv01b feature subset delta visualizations, divided into temporal (row 1), frequency (row 2), and amplitude

(row 3) related features.

The feature subplots in the above graph exhibit a general trend; the deltas between the

unscripted-to-scripted speech styles (i.e., M-R, M-P) have a greater variation and a consistent

offset. Conversely, the deltas between the unscripted-to-unscripted tasks (i.e., R-P) have a more

limited variation and the offset is closer to the 0 delta value, which suggests a greater similarity

in the speech features.
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S7. ECAPA-TDNN & GeMAPS Distribution Plots

Figure 15

KDE plot, depicting the distribution of the web application ECAPA-TDDN embeddings. A subset of embedding

dimensions was chosen, each displaying a normal distribution.
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Figure 16

KDE plot of the web application GeMAPSv01b functional features, indicating non-normal distributions.
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S8. Logistic Regression Weight Coefficients

Figure 17

Visualization of the 15 largest feature coefficients of the logistic regression models that were trained on

GeMAPSv01b configuration.

(a) Model trained on the web app data.

(b) Model trained on CGN data.

Note. The color indicates whether the feature coefficient is positive (green) or negative (red) in relation to the target

variable (Read speech).
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Remark how the weight coefficient for the “shimmerLocaldB_sma3nz_amean” exhibits a

substantial positive value in both subplots. This positive sign for the coefficient can be

interpreted as indicating that a decrease in shimmer contributes to a higher likeliness of having

read-aloud speech, which contradicts existing literature. It is of particular interest that this trend

is also observed when fitting a model on the CGN data (b), suggesting that the OpenSMILE

GeMAPSv01b shimmer values tend to decrease as the speech becomes less scripted. The

“jitterLocal_sma3_stddevNorm” parameter, has a smaller value and is not incorporated in the

top 15 values for the CGN model (b).
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S9. Effect Size Shimmer & Jitter

S9.1. Shimmer

Figure 18

Effect plot of shimmer (a) and corresponding screenshots of computation process (b-c).

(a) Effect plot of Shimmer.

(b) ANOVA.
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(c) Effect size summary.

S9.2. Jitter

Figure 19

Effect plot of jitter (a) and corresponding screenshots of computation process (b-c)

(a) Effect plot of jitter.
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(b) ANOVA.

(c) Effect size summary.
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S10 Image stimuli Analysis

Figure 20

OpenSmile feature subset violin plot per image stimuli
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S11. Session Number Analysis

Figure 21

Illustration of voiced duration, start offset (time from pressing ‘start’ to the first voiced segment), and end offset (time

from last voiced segment to pressing ‘stop’)

(a) Relative to task number.
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(b) Relative to Database Number (DB_no), i.e., the occurrence number within each stimulus-type (Radboud,
PiSCES, Marloes)


