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S1 Fabrication

The sample was fabricated starting from the molecular-beam epitaxial growth of a 400 nm
thick crystalline thin film of Al.18Ga.82As on a 900 nm thick buffer of Al.98Ga.02As on a
[100] GaAs wafer. The Al.18Ga.82As film was subsequently patterned in the form of the
grating sketched in Fig. (1a) of the main document, first via electron-beam lithography
(20keV Raith Pioneer Two hybrid SEM-EBL system) by making use of MaN2401 resist,
and then via inductively coupled-plasma reactive-ion etching (Sentech SI500). Imme-
diately after the etching, which reveals the aluminum-rich buffer, the latter undergoes

S1



selective oxidation within a wet atmosphere at controlled temperature and pressure in a
oven equipped with in-situ control (AET Technologies).

200 nm

Figure S1: SEM images of an active nonlocal metasurface made of AlGaAs nanowires
on AlOx-GaAs substrate, representative of the sample used in our experiments. Nominal
values of geometrical parameters: W = 175 nm, P = 430 nm, H = 400 nm.

While Al.98Ga.02As oxidation results in the low-refractive-index (n = 1.6) that enables
the necessary Mie-like resonances, such buffer is sandwiched between two 50 nm thick
AlGaAs compositional tapers which grant mechanically stability to the whole structure
after oxidation, despite the ≈ 11% oxidation-induced linear shrinkage of the formerly
lattice-matched Al.98Ga.02As buffer. Greater details on the whole fabrication process can
be found in Refs. [4, 9].

Scanning Electron Microscope (SEM) images of a sample representative of the quality
of fabrication of the active nonlocal metasurface used in our experiments are shown in
Fig. S1, at increasing resolutions (from left to right panels). Note the relatively good uni-
formity of the array on a spatial scale of tens of microns (left panel), showing the absence
of macroscopic defects, even though a corrugation along the nanowire, corresponding to
few nanometer roughness, is observed (right panel).

S2 Origin of the static reflection resonances

The origin of the resonances observed in the static, both TM and TE, reflectance spectra
of the sample (refer to Fig. 1b in the main text) was ascertained by analysing numerically
their dispersion. We performed scattering simulations for the unperturbed system in
COMSOL, for a range of probe wavelengths and angles of incidence. Note that for this
analysis, contrarily to the simulations discussed in the main text, we did not add any flat
loss contribution. Besides, we completely neglected the contributions to reflection coming
from substrate only (see section S4.2 of this document).

Figure S2 shows the calculated spectral and angular dispersions for TM (Fig. S1a)
and TE (Fig. S1b) polarized light in reflection. Note the different ranges for the probe
wavelength, centred on the TM and TE resonance, respectively.
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Figure S2: Simulated unperturbed reflectance to TM (a) and TE (b) polarized light, as a
function of probe wavelength and angle of incidence. In (a), simulations were performed
at steps of 0.5◦ and 1 nm, then linearly interpolated. In (b), at a selected angle of
incidence, spectral resolution was increased around the resonance; results were afterwards
interpolated using a parabolic fit for the dispersion.

The angular dispersion is pronounced for both polarizations, with a sizable shift of
the peak with increasing angle of incidence. This indicates that the response of the
metasurface is nonlocal. Indeed, the observed reflection resonances do not stem from
a mode belonging to the single scatterer, but rather from a collective response of the
periodical arrangement. For the TM resonance (Fig. S1a), along with the spectral shift,
a broadening is also apparent. We identify this mode as a guided mode resonance, in light
of its extended character and dispersive behaviour upon changes of the angle of incidence
(i.e., the incoming light in-plane momentum). Given the possibility of exciting it even at
a normal incidence, we do not interpret it as a symmetry-protected bound state in the
continuum. This argument is also confirmed by further numerical simulations (not shown
here), indicating that the metasurface under consideration does not exhibit infinite-Q
factor TM eigenmodes at 758 nm, i.e. where the observed TM resonance sits.

In the TE case, the resonance quality factor diverges as we approach normal incidence,
leading to a complete disappearance of the resonance at 0◦. This is the signature of a
symmetry-protected bound state in the continuum (BIC) [5]. The broadening of the
resonance at higher angles is consistent with an increasing symmetry breaking dictated
by the tilted illumination.

S3 Benchmarking the system performance

The performance of the present metasurface can be evaluated quantitatively from a com-
parison with previously reported results from literature. Table S1 provides an overview
of related studies, collecting information on the employed platform, pump fluence, and
corresponding modulations obtained.

The term |∆TM − ∆TE|, with ∆TM,TE = ∆R/RTM,TE or ∆TM,TE = ∆T/TTM,TE,
measures the maximum transient dichroism, while the column ∆T (R)/T (R) indicates
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Platform
Fluence

(µJ cm−2)
|∆TM −∆TE|

∆T (R)

T (R)
∆φ ∆θ Ref.

GaAs metasurface 380 N/A 90% N/A N/A [11]
a-Si:H metasurface 100 5% 5% N/A N/A [3]
Au metamaterial ∗800 ∗75% ∗70% 30◦ 60◦ [8]
CdO:In thin film 339 86% ∗86% N/A 50◦ [14]
Au plasmonic crystal N/A N/A 85% 20◦ N/A [12]
Au metasurface 400 2% N/A N/A [10]

10400 923% 960% – –ENZ material
with Au metasurface 5100 – – 26◦ 33◦

[13]

AlGaAs metasurface 70 40% 40% N/A N/A [2]
70 470% 470% – –

AlGaAs metasurface
180 – – 90◦ 90◦

this work

Table S1: Comparison of the AlGaAs metasurface performance with relevant results
from literature. Numbers with ∗ are estimated from the figures reported in the papers,
not stated explicitly by the authors. ∆TM, TE = ∆T (R)/T (R) for TM or TE linearly
polarized light.

the maximum transmission or reflection modulations achieved in absolute value. Instead,
∆φ and ∆θ are related to the birefringence modulation performance: ∆φ refers to the
highest variation of the relative phase between the orthogonal components (see also fig.
4 in the main document), whereas ∆θ measures the transient rotation of the polarization
ellipse.

S4 Numerical simulations

S4.1 Model implementation

Figure S3 shows a schematic illustration of the algorithm used to retrieve numerically
the optical observables to compare with the measurements outcome, i.e., ∆R/R and the
reflected polarization ellipse, in the dichroism and birefringence experiments, respectively.
The model inputs are the pump parameters, specifically its wavelength, temporal duration

Δε(λprobe,t) = Δε'+iΔε'' 

Pump 
parameters

Pabs(t)

3TM

ΔR/R

n1(t)

ΘL(t)

n2(t) Re(ΔεBF) + iIm(ΔεBF)

Drude

Band filling

Re(ΔεTO) + iIm(ΔεTO) Thermo-optic effect

Re(ΔεD) + iIm(ΔεD)

Figure S3: Flow chart of the modelling steps
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and fluence. We started by estimating the absorbed pump power via a full-wave electro-
magnetic simulation of the metasurface: we solved Maxwell’s equations in the frequency
domain, by employing the Wave Optics module in COMSOL Multiphysics. The simula-
tion geometry, represented in Fig. 1a of the main text, is the unit cell of the metasurface,
with the following parameters: periodicity P = 400 nm, wire height H = 400 nm and
width W = 150 nm. As mentioned in the Methods section in the main text, these values
are slightly modified with respect to the target fabrication parameters, to best fit the
unperturbed optical response. Similarly, the simulated thickness of the AlOx buffer is set
to 890 nm. The upper part of the nanowire is rounded, with a fillet of 70 nm, to represent
realistically the fabricated structure. The GaAs substrate and the air environment are
1350 nm and 1750 nm thick, respectively. At the lateral boundaries, Floquet conditions
are enforced, while the plane-wave excitation is implemented via periodic ports. Specif-
ically, the active port bounds the air domain on top, while the listener one is on the
bottom, delimiting the substrate. The pump polarization is in-plane, i.e., the magnetic
field H is along the z-direction. Moreover, the pump angle of incidence is set to 15◦,
according to the experimental conditions in the ultrafast pump-probe experiments. In
this configuration, the fraction of the pump energy absorbed by the wire is ∼ 0.58.

With the estimated absorption, we had all the parameters needed for the second step
of the modelling algorithm, namely the integration of the 3TM for the dynamical degrees
of freedom n1(t), n2(t) and ΘL(t) (see Methods section of the main text). To this aim, we
employed the ode45 solver in MATLAB [6], which is based on a Runge-Kutta formula.

Note that in general, according to the pump excitation conditions, specific spatial
patterns of the hot spots are induced across the wire. As such, our assumption of a
1D diffusion of hot carriers from the top region down to the bulk could lead to e.g.
overestimating the peak delay of the bulk carrier population n2(t) and corresponding
optical modulation. The use of an effective diffusion constant D to estimate the diffusion
timescale τD (in agreement with ref. [7]) is expected to mitigate the effects of resorting
to such a reduced model approach. Possible extensions of the model, to account for the
full 2D diffusion process, could be envisaged, starting from the modification of the 3TM
equations with the addition of spatial dependencies and explicit diffusion terms. A carrier-
dependent mobility or recombination could also be considered as further refinements of
the model. This formulation would, however, considerably increase the computational
effort and is out of the scope of this work. Indeed, the reduced approach is revealed to be
accurate in the reconstruction of the temporal evolution of the transient optical signal,
without the need of employing fitting parameters.

The following step is the computation of the permittivity variation as a function of
the dynamical degrees of freedom and of the relevant probe wavelengths between 700 nm
and 800 nm, that we performed by implementing the analytic formulas in MATLAB.
More specifically, we defined two variables, ∆εbulk and ∆εskin for the bulk and hot-spot
regions, respectively. As specified in the main text, the former is computed by considering
the hot carrier phenomena caused by the presence of the n2(t) population only, plus the
lattice effects: ∆εbulk = ∆εDn2

+ ∆εBF
n2

+ ∆εTO, where the superscripts D, BF and TO
refer to the Drude, band filling and thermo-optic contributions. In the calculations for
determining the hot-spot region permittivity modulation, instead, both populations are
included. Thus, ∆εskin = ∆εD,BF

n1
+∆εD,BF

n2
+∆εTO.

Having computed the total permittivity changes, we then performed full-wave cal-
culations to simulate the optical response of the out-of-equilibrium structure, at each
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probe wavelength and time delay. We used the LiveLink interface between COMSOL
and MATLAB to set the perturbed permittivity and run the simulations. The geometry
of the unit cell is identical to the one described above, except for an additional division
of the wire geometry, in two regions: the bulk and the hot-spot domains, obtained by
defining a segment, isolating a 16 nm-thick strip on the top part of the structure. In these
domains, the permittivity modulation was set to be ∆εbulk and ∆εskin respectively. The
simulation geometry is shown in Figure S4. As for the electromagnetic simulations in
static conditions, Maxwell’s equations were solved in the frequency domain in the Wave
Optics module; the boundary conditions were Floquet periodic along the vertical edges,
with ports along the top and bottom boundaries. Pure TE and TM polarizations were
set for the dichroism simulations, whereas mixed polarization (linear, at 135◦ in the TM-
TE plane) was imposed for the birefringence case. From these computations, the total
reflection and, if relevant, the Jones vector representing the reflected polarization were
extracted. These data were used to derive the quantities to be compared with the mea-
surements, taking also into account the role of the substrate as explained in the section
below.

εAlGaAs + Δεbulk

εAlGaAs+Δεskin

F
lo
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F
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Port 1

Port 2

εGaAs

εAlOx
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P

Figure S4: Geometry of the unit cell for the simulations of the out-of-equilibrium struc-
ture. On the right, the zoomed view of the nanowire.
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S4.2 The role of substrate

As mentioned in the main text, the probe spot-size at FWHM is ∼ 100 µm. The nanowires
array is instead a 70 µm×70 µm square: therefore, the unpatterned substrate contributes
to the optical response, for a fraction of the reflected light, both in unperturbed and
perturbed conditions. In the simulations, we took this detail into account as follows.

First, we assumed that the optical pumping has practically no effect on the substrate,
so that the ∆R/R signal comes almost entirely from the perturbation of the metasurface
optical response. This hypothesis was corroborated by additional pump-probe measure-
ments (not reported here) performed on the AlOx-GaAs substrate only, which revealed
a modulation of reflection of less than 2%. Therefore, we neglected this modification in
the simulations, and considered the substrate reflectivity as unaltered at all time delays
following pump arrival.

Thus, the dynamic reflectivity of the whole illuminated system, i.e. including the
nanowires array (referred to as the sample) plus substrate (unpatterned GaAs-AlOx only),
at probe wavelength λ and time delay t can be written as

R(λ, t) = rRsample(λ, t) + (1− r)Rsubstrate(λ), (S1)

where r ∈ [0, 1] is a number representing the ratio between the metasurface area and
the illuminated one. For the two experiments, this implies a correction on the simulated
quantities, to properly compare with experimental measurements.

Dichroism experiment The figure of merit in this case is ∆R/R. By direct substitu-
tion of eq. (S1),

∆R

R
=

R(λ, t)−R(λ, 0)

R(λ, 0)
=

rRsample(λ, t)

rRsample(λ, t) + (1− r)Rsubstrate(λ)
.

To compute numerically this quantity, beside retrieving Rsample(λ, t), it is sufficient to
compute Rsubstrate(λ) via a full-wave electromagnetic simulation. The parameter r is
fitted on the experimental data, r = 0.52, which is close to a geometrical estimate
(70µm)2/π(50µm)2 = 0.62.

Birefringence experiment Reconstruction of polarization from simulated quantities
is slightly complicated by the correction introduced in eq. (S1).

We first computed, via full-wave simulations in COMSOL, the Jones vector represent-
ing the polarization state of the wave reflected by the sample, along with the reflectivity
Rsample(λ, t). We then took into account the detection line and computed the expected
output reflectivity Rsample(λ, t; γ, β) via Jones matrix calculus. The same was done for the
substrate; we then derived the total output reflectivity by summing sample and substrate
contributions, weighted by r and (1− r), respectively. In this case, r = 0.65 (correspond-
ing to a slightly smaller probe) and the angle of incidence used in the simulation was 7◦

(slightly modified with respect to the nominal experimental one of 9◦). Finally, we solved
equation (S2) and retrieved the Stokes parameters.

S4.3 Contributions to permittivity modulation

To make it possible to fully appreciate the relative weights of the effects presiding over the
third-order nonlinearity in our system, we include here a more detailed version (Fig. S5)
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of Figure 3c of the main document. In the panels from left to right, the contributions
from Drude, band filling and thermo-optic effects to the bulk ∆ε are plotted, at a time
delay of t = 2ps.

From the comparison of the scales on the respective y-axes, notice that the real per-
mittivity perturbation induced by band filling is one and two orders of magnitude greater
than the ones corresponding to Drude and thermo-optic phenomena, respectively; the
contrast is even higher for the imaginary part of ∆ε in the 700–750 nm range of the spec-
trum, as mentioned in the main document. As it describes the modulation of interband
optical transitions, due to the fact that the lower part of conduction band has been pop-
ulated upon pump absorption, band filling is dominant and peaks at probe wavelengths
near bandgap (750 nm). In comparison, the other effects are only mildly dispersed in the
same spectral region. It is worth pointing out that the lattice temperature increase gives
rise to a positive Re(∆εTO) (see the right panel), consistent with the positive value of the
thermo-optic coefficient η.

Probe wavelength (nm)Probe wavelength (nm)Probe wavelength (nm)

Re(ΔεD)
Im(ΔεD) Im(ΔεBF)

Re(ΔεBF)

Im(ΔεTO)
Re(ΔεTO)

Figure S5: Permittivity variations in the nanowires bulk at t = 2ps. From left to right, the
contributions coming from Drude, band filling and thermo-optic effects. Solid (dashed)
lines correspond to the real (imaginary) part of ∆ε.

S4.4 Lattice temperature

We also complemented our simulation of the ultrafast response of the system by modelling
the dynamical variables evolution over longer timescales to properly resolve the complete
relaxation of the hot carriers towards the lattice (reached within ∼ 40 ps in our simula-
tion); specifically, we solved the 3TM for time delays of up to 100 ps, and examined the
lattice temperature increase as a function of time. In this way, we estimated the maximum
∆ΘL induced by the single pump pulse in the birefringence experiment, which featured
the highest value of pump fluence. The results are reported in fig. S6. We notice that, due
to the low (kHz) repetition rate of the laser, cumulative effects on the sample temperature
can be neglected. It is important to highlight that the extracted ∆ΘL,MAX ∼ 1.2K is a
conservative estimate since the employed 3TM does not include a coupling term between
the lattice and the external environment, thus neglecting cooling of the nanowires (see the
temperature plateau at longer times). Thus, our model excludes the possibility that the
temperature increase could be responsible for permanent damage. Most importantly, this
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Figure S6: Predicted evolution of ∆ΘL, the increase of lattice temperature with time, for
the birefringence experiment (simulated fluence ∼ 100 µJ cm−2).

is corroborated by the fact that the birefringence measurements were repeated several
times, with similar excitation conditions, and no sample degradation was observed.

S5 Polarization reconstruction

S5.1 Static polarization

Stokes parameters

As mentioned in the main text, in order to estimate the polarization state of the beam re-
flected by the sample, we solved, at a selected probe wavelength, for the Stokes parameters
(I, M, C, S) in the following system of equations [1]:

R(β, γ) =
1

2
I + [M cos(2β) + C sin(2β)] cos(2(γ − β)) + S[sin(2(γ − β))]. (S2)

Here, R(β, γ) is the measured reflection in the configuration of angles γ and β respectively
of the polarizer and quarter-waveplate fast axis in the polarization plane (see Fig. 1c in
the main text). We fixed γ = 135◦, and repeated the measurements for fifteen distinct
values of β, ranging from 30◦ to 170◦ in steps of 10◦, i.e.:

β = [30◦, 40◦, 50◦, 60◦, 70◦, 80◦, 90◦, 100◦, 110◦, 120◦, 130◦, 140◦, 150◦, 160◦, 170◦] (S3)

A combination of four of these measurements allows to retrieve an estimate of the
Stokes parameters. The solution amounts to invert the β-dependent matrix H implicitly
defined on the right-hand side of the equation (S2), namely

I
M
C
S

 = H−1
[β1,β2,β3,β4]


R(γ, β1)
R(γ, β2)
R(γ, β3)
R(γ, β4)

 . (S4)
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The error on each of the Stokes parameters (σ2
I , σ

2
M , σ2

C , σ
2
S) depends on the degree of

accuracy of each reflection measurement, but also on the choice of the combination itself.
This is clear upon propagation of the uncertainty of R onto I,M,C, S from eq. (S4);
the dependence on the chosen β1−4 parameters through H−1 is manifest. We define the
optimal combination of β angles as the one which minimises the sum σ2

I +σ2
M +σ2

C +σ2
S ,

without considering the cross-terms (such as σIM or σCS) for simplicity. Intuitively, the
optimal configurations correspond to the ones having well-separated values of β.

In order to both exploit all information from experiments, and maintain the statistical
analysis agile, we grouped the measurements as follows. We selected the best configu-
ration according to the aforementioned criterion, and obtained the set corresponding to
βset1 = [30◦, 60◦, 100◦, 170◦]. Then, the second best was selected, excluding the measure-
ments already appearing in the first choice: βset2 = [50◦, 80◦, 110◦, 160◦]. The same was
done for the third, βset3 = [70◦, 90◦, 130◦, 150◦]. For the last configuration, we grouped
the remaining three datasets and selected the fourth one according again to the criterion
mentioned above, thus obtaining βset4 = [40◦, 120◦, 140◦, 170◦]. In this way, it was possi-
ble to extract four different estimates for (I,M,C, S) based on each of these sets. Notice
that since the measurements corresponding to β = 170◦ appears in both the first and
fourth one, these estimates are not independent.

This implies that, when computing the weighted averages to obtain the best estimates
(Ibest,Mbest, Cbest, Sbest), correlations have to be taken into account. Consider for exam-
ple the four different values (Iset1, Iset2, Iset3, Iset4). Each of these is a linear function of
the reflection measurements from the corresponding set, namely, for example:

Iset1 = H−1
[βset1]11

R(γ, β = 30◦) +H−1
[βset1]12

R(γ, β = 60◦)+

H−1
[βset1]13

R(γ, β = 100◦) +H−1
[βset1]14

R(γ, β = 170◦)

Let A be the 4-by-15 matrix with entries defined by

Ajk =
∂Isetj

∂[R(γ, β(k))]
, (S5)

where the index j runs on the four sets of measurements, whereas the index k refers to
the values of β, i.e. the array in eq. (S3). A is a sparse matrix, since in the j-th row the
only nonzero elements are the ones corresponding to the four β values in the set j. Their
values correspond to the entries in the first row of H−1

[βsetj ]
. Then, the 4-by-4 covariance

matrix for the derived quantities I = (Iset1, Iset2, Iset3, Iset4) is defined by

ΣI = AΣRAT , (S6)

where ΣR is the 15-by-15 covariance matrix of the reflection measurements. In our case,
we consider the measurements to be uncorrelated and having the same variance of (0.01)2,
so that ΣR is proportional to the identity, ΣR = (0.01)2I.

The resulting ΣI has diagonal terms corresponding to the variance of each estimate
of I; besides, it has two non-zero off-diagonal entries, (1,4) and (4,1), accounting for the
correlation between Iset1 and Iset4.
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With ΣI at hand, it is straightforward to compute the uncertainty σ2
Ibest

:

σ2
Ibest

=

(
1 1 1 1

)
ΣI−1


1
1
1
1




−1

, (S7)

and the weighted average Ibest itself:

Ibest = σ2
Ibest

((
1 1 1 1

)
ΣI−1

IT
)
. (S8)

Treatment of the other Stokes parameters is analogous, providing Mbest, Cbest, Sbest.
With this estimate of the Stokes parameters at hand, the polarization ellipse can be plot-
ted. The Jones vector analysis, which is completely equivalent to the Stokes representa-
tion, can also be easily derived. However, since we were interested in using φ = φTM−φTE,
the relative phase between the components, as a figure of merit, we derived it directly
following the steps outlined below.

Relative phase φ

Employing the same sign convention as in [1] for the S parameter, it is simple to derive

φ = atan2(−S,C) ≡ arg[C + i(−S)], (S9)

which corresponds to arctan(−S/C) if C > 0. With this definition, φ takes values in the
interval (−π, π]. Notice however that, since φ represents an angle, it can be equivalently
written as a number in [0, 2π). In particular, in figure 4 of the main text (panels a, b) we
chose this last representation to make the images more readable.

Therefore, to derive an estimate of φ using all information from measurements, we
decided to adopt the following method. Given

C = (Cset1, Cset2, Cset3, Cset4)

and
S = (Sset1, Sset2, Sset3, Sset4)

from the previous steps, since φ is a (nonlinear) function of C, S, we can estimate it by
considering the couples in a subset of

C× S = {(Cset1, Sset1), (Cset1, Sset2), . . . , (Cset2, Sset1), . . . }.

We chose one of the maximal subsets (exploiting all the fifteen measurements without
any redundancy), specifically

{(Cset1, Sset1), (Cset1, Sset2), (Cset1, Sset3), (Cset1, Sset4), (Cset2, Sset1),

(Cset3, Sset1), (Cset4, Sset1)},

and we got 7 different estimates: φ = (φ1, φ2, · · · , φ7). To average them, it is necessary
to find the covariance matrix Σφ, since they are correlated. Following the method of
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moments, as a first step we need to compute the covariance matrix ΣCS with entries

ΣCS
jk =



σCsetlCsetm
, l =

j − 1

2
+ 1,m =

k − 1

2
+ 1 if j, k odd

σCsetlSsetm
, l =

j − 1

2
+ 1,m =

k

2
if j odd and k even

σSsetlCsetm
, l =

j

2
,m =

k − 1

2
+ 1 if j even and k odd

σSsetlSsetm , l =
j

2
,m =

k

2
if j, k even

This is done by considering the matrix A′, similar to A defined in eq. (S5), but containing
both the derivatives of C and S with respect to R(γ, β), so that

ΣCS = A′ΣRA′T .

ΣCS is an 8 × 8 matrix, which is almost block diagonal, since correlations are nonzero
only for C, S of the same set and between the C, S of the first and fourth set. The
following step consists in computing the Jacobian J of the functions φ with respect to
C,S such that

Jjk =


∂φj

∂Csetl
, l =

(k − 1)

2
+ 1 if k odd

∂φj

∂Ssetl
, l =

k

2
if k even

Finally,
Σφ = JΣCSJT (S10)

and the error propagation on φ gives

σ2
φbest

=

(
1 1 1 1

)
Σφ−1


1
1
1
1




−1

. (S11)

The weighted average is therefore

φbest = σ2
φbest

((
1 1 1 1

)
Σφ−1φT

)
. (S12)

S5.2 Dynamic polarization

For the reconstruction of the dynamic polarization, the first step was to obtain the reflec-
tionR′(λ, t) at each probe wavelength and time delay, starting from the pump-probe signal
∆R/R. This can be done easily according to the formula R′(λ, t) = [∆R/R(λ, t)]R(λ) +
R(λ). The uncertainty on R′(λ, t) is derived with error propagation, by considering an
error of 1% on the pump-probe signal. Then, each step mentioned in the previous section
was repeated at every probe wavelength and time delay.
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