Long-term memory induced correction to Arrhenius law
Supplementary Information

A. Barbier-Chebbah, O. Bénichou, R. Voituriez, T. Guérin

In this Supplementary Information, we provide

1. calculation details to obtain the solution of the GLE equation (without target) [Section Al.
2. a detailed derivation of the equations of the non-Markovian theory [Section B]

3. calculation details for the asymptotic analysis in the rare event limit L — oo [Section (.

4. Details on simulations and additional simulation data to check the Gaussian behavior of trajec-
tories in the future of first passage events and our scaling arguments [Section D].

5. A note on the exactness of the approach for weakly non-Markovian processes [Section EJ.

A. Solution of the Generalized Langevin Equation (without absorbing target)

Here, we consider the dynamics given by the overdamped GLE

AcﬁwaﬂWﬁU:fkdﬂ+ﬂm (EWEW)) = kaT K(t—t]).  (S)

In absence of target, the solution of this equation is well known [1], it is reminded here for the sake
of completeness. Since the above equation is linear, the resulting process x(t) is Gaussian and is fully
characterized by its two first moments. Denoting f(s) = [~ f(t)e~*'dt the Laplace transform of a
function f, we obtain

T = = SQ
(s) F) 1k (52)
We also write
@) = kaT [ e [ atre 0K (-, 53
0 0
= kpT / dt’ / dr e T ST (1) 4 kpT / dt / dr’ e~ ST K (7)) (S4)
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where Eq. (54) has been obtained by setting t =¢' 4+ 7 for ¢t > ¢’ and ¢/ =t + 7’ for ¢’ > t. Using this
result and (52) yields, for an initially equilibrated initial position (z(0)?) = kgT /k :

(F(s)E()) = ksT ] {K(s) LK) | KR }

[sK(s)+ k][s'K(s") + k s+ k

_ kBT K(s) <(s")
—k(s+s’){sf<(s)+k+ . } (S6)

We may recognize that if one sets

(x®)a(t") = Po(|t —1']), (S7)
then, using the same procedure as in Eq. (S4),
(x(s)2(s")) = l [B(s) + (5] (S8)



Comparing the above equation with (56) leads to

o K(s)
os) = SK(S) +k (59)

This formula is valid for arbitrary kernel. For the power-law kernel (3) of the main text, we obtain
K = K,/s'7® and ¢(t) is a Mittag-Leffler function :

The mean and covariance of the process when z(0) = z is fixed can be obtained by using general
formulas on conditional means and covariances for Gaussian processes, see e.g. chapter 3 in Ref. [2] :

~ Cov(4,Y)

B(AIY = y) = E(4) - . 7

(E(Y) —v), (St1)

Cov(A,Y)Cov(B,Y)
Var(A)

Cov(A, B|Y =y) = Cov(A, B) — (512)
These formulas relate conditional averages and covariances to non-conditional ones, here E(A|Y = y)
is the average of the variable A given that the variable Y takes the value y, and Cov(A, B|Y = y) is
the covariance of A, B given that Y = y. Using these formulas, the average and the covariance of the
process z(t) conditional to 2(0) = z¢ read

mo(t) = E(x(t)|2(0) = o) = 206(1), (S13)
o(t.t') = Cov(a(t), 2(t")|x(0) = 0) = 2[(|t — ¢']) — S()S(t')]. (S14)

We can also check these expressions by using directly (52).

B. Derivation of the equations of the non-Markovian theory [Egs. (7,8,9,10,11)]

Here we derive the equations that will give access to the mean first passage time (mean FPT) to
x = L, when the stochastic process starts at x¢ at ¢ = 0. Let us start with a two-point generalized
version of the renewal equation :

t
p(L,t;z1,t +t1) =/ dt' F(t")p(L,t;z1,t + 61 |[FPT = t). (S15)
0

This exact equation comes from the fact that, if x is observed at position L at t, since the process is
non-smooth, it means that L was reached for the first time at some time ¢, and the above equation
is obtained by partitioning the event of observing (L, z1) at times ¢, ¢ + t; over the value of the FPT.
Here, p(L,t;z1,t + t1) is the joint probability density function (pdf) of observing z = L at time ¢
and the position x = z1 at a later time ¢ + t1. The fact that the initial position is fixed is implicitly
understood in this notation. Next, p(L,t;21,t + t1|[FPT = t') represents the probability density of
observing z = L at time t and z = x; at a later time ¢ + #; given that the FPT is ¢’. Note that, as
originally noted in Ref. [3], for non-Markovian processes, it is necessary to keep the information that
the target was reached at t' for the first time in the propagators, this condition is different from the
condition that x(¢') = L which would hold for Markovian processes.

Now, we introduce the process in the future of the FPT, x,(¢) = z(t + FPT) and we denote as
pr(y,t) its pdf at time ¢ (after the FPT). By definition,

pr(L,t;xy, 6 +11) = / drF(T)p(L,t + T;21,t + t1 + 7|FPT = 7). (S16)
0

We also define the stationary probability density of observing x = L at some time and x; after a time
t1 has elapsed :

ps(Lyzq,t1) = tl’ggop(L,t;xl,t +t1). (S17)



We now consider Eq. (515), where we substract ps(L; z1,t1) on both sides, leading to

t
p(L,t;zy,t +t1) — ps(Ly 1, t1) :/ dt'F(t")[p(L,t;x1,t + i FPT =t') — ps(L; 21, t1)]
0
7/ dTF(t/)pS(L;zlatl)7 (818)
t

where we have used the fact that fooo dtF(t) = 1. To proceed further, we remark that

/OOO dt /too dt'F(t') = /OOO dt’ /Ot, dtF(t') = /Ooo dt't' F(t') = (T). (S19)

We also note the following equalities :
o} t
/ dt/ dt' F(t")[p(L, t; x1,t + 1 [FPT = t') — ps(L; 21, t1)],
0 0
= / dt’/ dt F(t') [p(L,t;z1,t + t1|FPT = t') — ps(L; z1, 1)), (S20)
OOO tOO
= / dt’/ du F(t') [p(L,t' +uw;z1,t' +t1 + u|[FPT = t') — ps(L; 21, t1)], (S21)
0 0
= / du/ dt' F(t") [p(L,t' +u;xq,t' +t1 + u|FPT =t') — ps(L; 21,t1)], (522)
0 0
:/ du [ W(Lvu;xlvu+t1)7pS(L;$1at1)]7 (823)
0
where the successive calculation steps are : (i) the inversion of the order of integration for the variables
(t,t') in Eq. (S20), (ii) the change of variable t = u + ¢’ in Eq. (S21), (iii) again a change in the order
of integration between the variables w,t in (522), and (iv) finally the use of the definition (S16) to

simplify the integral. Next, using Eqgs. (S19) and (S23), we see that that integrating Eq. (S18) over ¢
leads to

/ dt [pr(L,t;z1,t +t1) —p(L,t; 21, t +t1)] = (T)ps(Ly x1,t + t1). (S24)
0

This equation is general and exact, as soon as py exists, for any continuous non-smooth stochastic
process (even non-Gaussian). Integrating over z; leads to a general expression for the mean FPT :

(T)po(L) = / "t pa(Lt) — p(L 1), (525)

Next, we write pr(L,t;21,t + t1) = pr(L,t)pr(x1,t + t1|L,t) (this is Bayes’ formula). Using this,
multiplying Eq. (S24) by x; and integrating over x; yields

/0 " (L, O+ BIL,8) — p(Lo i (t + BIL, 0] = (Thpa(Lymi(0]1,0), (526)

where m¥ (¢t + t1|L,t) is the conditional average of x,(t 4 ¢1) given that z.(t) = L, and (similarly)
mg(t+1t1|L,t) is the conditional average of z:(t+1t1) given that (t) = L. Finally, m*(¢1) is the average
of x(t1) given that the system is equilibrated at ¢ = 0, with the condition (0) = L. Combining
Egs. (525) and (526), we obtain

/OOO dit{pr (L, t)[mz (t + t1]L, t) — m(t1)] — p(L, t)[mo(t + 1| L, 1) — m(t1)]} = 0. (527)

To proceed further, we assume that, in the future of the FPT, the process x,(t) is Gaussian, with
a mean m,(t) and a covariance o, (t,t') ~ o(t,t') that is approximated by the stationary covariance



conditioned to x = 0 at t = 0. The next step consists in using the above equations as closure relations
to determine the mean FPT.

We now write explicit expressions for mX, mg, m*. Using the general formula (S11) for conditional
averages, where we use A = 2,(t), Y =z, (t + ¢1) and y = L, we obtain

o(t+1t1,t)
¥(t)

where 9(t) = o(t,t) = I?[1 — ¢(t)?] is the mean square displacement of the process x(t) conditioned
to 2(0) = 0. Similarly, applying again Eq. (S11) for A = 2(t), Y = z(t + t;) and y = L, we obtain

me(t+t1|L,t) = ma(t+1t1) — [m(t) — L], (S28)

o(t+1t,t)
¥(t)

Taking the limit ¢ — oo in the above formula enables us to identify m} :

mE(t+ 1| L, t) = mo(t + t1) — [mo(t) — L. (S29)

my(t1|L,0) = Lo(t1). (S30)
We also note that, for Gaussian propagators,
e~ IL—mx(8)]%/29(t) e~ [L=mo(8)]?/2¢(¢)
pr(L,t) = , p(L,t) = . (S31)
27 () 279 ()
Collecting these results, the closure equation (527) for m,(t) becomes

_ 0 e~ lL—mx ()] /2¢(t) o S im B o(1) — )t + 7) B _
wn = dt{ e [mett+7) = o) - DT EGEEET o)

e~ [L—z0d (1)) /2 (t) o(7) — p(t)p(t + 7)
~ T [0+ 7) = oote) — L1 XOTEGEET (] 0. s32)
and the expression (525) for the mean FPT becomes
00 e~ [L=m=(O]?/29(t) o~ (L—z0d(t))?/2¢(t)
O = [ e | (533)

Behavior of mx(t) at large times and consequence for the mean FPT

We note that, for large times, ¢(t) becomes a small quantity for large times. Then we see that the
second line of the integrande in Eq. (S32) behaves as

e (L=m0(1)?/2(1) ) — -
FEOIRE zod(t +7) — [z0¢(t) — L] o) : ¢(;)2“€t()t 7 _ Lo(r)| = o(l = &(1))$(1)-
(S34)

Since ¢(t) ~ A/t*H and H < 1/2, we see that these terms have to be compensated so that the integral
(S32) exists; this implies that

mx(t) >~ o ¢(t), (S35)

t—o0

and this equality should hold at all orders of ¢t=* with ¢ < 1. If the behavior (S35) holds then the
mean FPT predicted by Eq. (S33) is finite.



C. Asymptotic analysis in the rare event limit, L — c©

Here, we analyze the structure of the solution m (¢, L) in the limit L — oco. As mentioned in the
main text, a natural length scale for the dynamics near the top of the potential is I* = kg7 /F, where
F = kL is the slope of the potential. Hence [* = [2/L. The associated time scale ¢t* is the time at
which v(t*) is of order I*, this leads to t* = (I*/y/k)"/*. This suggests the ansatz

Ly/k

Note that t* — 0 when L — oco. Here f is a scaling function that is determined by requiring that
H(T = t*v), where H is defined in Eq. (532), vanishes in the limit L — oo (at fixed v) :

. lZ(t*)l—H © Ju L) u2H + (U+U)2H _ ,U2H U2H
~ _ w2H | — _ | =
[Ny vl S L Jlut o)+ f(u) 2u2H L
(S37)

2 2 \ /H
Mg (t,L) ~ L — lff(t/t*), tt = ( ! ) . (S36)

where we have used ¢(7) ~ 1 — 72, /(21%) for small 7 (so that (1) ~ x72H). Solving this equation
yields the scaling function f. Next, we investigate the behavior of m,(¢) at time scales larger than
t*. It is natural to assume that m,(t) admits a regime that varies at the same time scale 74 as the
original dynamics for z(t), which leads us to the ansatz

L= LI/t) t=0t"), (t < 1)

L ¢=(1) t=0(ra), (t>17), (S38)

my(t, L) ~ {

where ¢, is a scaling function that is independent of L. The linear term in L in factor of ¢, is justified
by the fact that the matching with the solution at scale ¢t* can be achieved with the conditions

K t2H oH
O (t) tgol—c 5 flu— o0) ~cu”, (S39)
where ¢ is a numerical constant. The equation for ¢, is obtained by looking at the behavior of H(7) for
L — oo at fixed 7, the integrals can in fact be evaluated at times t* (all other terms are exponentially
small) so that we obtain

(t*)lfH 0o e*fZ(u)/2u2H
Ve Jy W e =L e(n) (S40)

Since H(7) has to vanish for all 7 we conclude that ¢, = ¢ : thus at this time scale 74 the average
trajectory in the future of the FPT is, at leading order, the same as the trajectory constrained to
2(0) = L starting from an equilibrium configuration. However, it is obvious that this behavior (538)
cannot hold at very long times since at this stage it is not possible to connect the long-time behavior
of my = L(t) to the already identified behavior given by Eq. (535), where m,(t) ~ xo¢p(t). Hence,
we have to postulate the existence of at least one additional longer time scales. Let us define now Tgg
as

H(7)

e o P w)/2u
Top = 6L2/(212)(H)17/2VH7 Vi = /0 du S —. (S41)

It turns out that Tgrg will be the value of the mean FPT at leading order when L — oo, but since
this is not obvious for our long-term memory process we use the above equation as a definition for
Tre- Note that L?/(21%) = E/kpT is the value of the energy barrier to be crossed to reach the target
point. Anticipating the final result, we postulate that Trg is also a characteristic time scale for m..
Considering this third time scale, the behavior of m, reads

L—Yrt/tr) t=00), (t< 1),
ma(t,L) ~ { L ¢(t) t=0(ra), (" <t <Trgp), (S42)
7%%)(( t ) t=0(TRrE), (Ta < 1)

TrE




where x is a scaling function. The term LA/ Tﬁg in factor of x is justified by the fact that the solutions
at scales 74 and Trg are matched (i.e. predict the same value for m,) at the condition

x(u) ~ 1/u?, (543)
u—0
We find the equation for y by calculating H(r7 = TIrg) when L — oo at fixed 7. The key remark

is that since Try is exponentially large with L, the integral (532) has two contributions : a first one
coming from 7 of oder t* and a second one coming from 7 = O(Tgg). We note that

o(r) —¢t+r)ot) A

~ 44
1—¢2(t) t<ra<r 272H’ (544)
so that, with 7 = TreT and t = ut*, we have
my(t+7) = mg(ut’ + TIRE) ~ Tz—Hx(?L (545)
RE
O(r) — ot +m)¢(t) 1 flu) A
Following these considerations, we evaluate
B B (t*)l—H LA 00 e—fQ(u)/Qqu B 1
AT =TeeT) | = Ve T, R X = 72H
LATRg [ - _12 - To
—_— dt E t -, S47
gt [ O 10

where o = xo/L and one keeps Z( constant when taking the limit L — co. Equating this expression
to zero and using the definition of Trg in Eq. (S41) we thus obtain

X(7) — ?QLH + /Ooo i {X(HT) - @;”TO)M} —0. (S48)

This equation can be solved by setting G(7) = x(7) — #/72, and differentiating with respect to 7 :

G + (1 - @0)% _GF) =0, (S49)

where one has assumed that G(co) = 0. The only solution that does not diverge exponentially for
large arguments is

G(7) = (1 — &0)2H T(~2H,7)eT, X(F) = (1 — &0)2H T(=2H,7)e” + —o-. (S50)
T
where T'(s,z) = [ " t*~le~'dt is the upper incomplete gamma function. We note that, the above
expression satisfies the matching condition Eq. (543), suggesting that our analysis is consistent. We
also note that, when ¢ — oo, the predictions of Eqgs. (S42) and (S50) coincide with the behavior (S35).
This means that the complete structure of m,(¢) has been determined, at all time scales.
To evaluate the mean FPT, we introduce two intermediate time scales €, A that satisfy

' <€ e €1y <A< TR (S51)

The mean FPT is evaluated by splitting the integral (S33) over the three intervals ]0, e[, Je, A[ and
]\, 00|, and by using the appropriate form of m, in Eq. (542) for each interval. This leads to

()= H /e/t*d o 17 (w) /20" . /A {e—[Lu—wF/zw) e—(L—m(t))z/zwu)}
0

(Tips(L) = — 7= " Rrar)iE RrgOP2  Rrd(0)]?

1-2H ~
ALTRE 67L2/212 Zo

I A ZRE du L [X(U) - uw] , (S52)



where for ¢ > A we have used the fact that m,(t) < L and x9¢ < L, and we have set ¢t = uTgrg.
Replacing x by its value, and taking the limit A/Trg — 0 and £/t* — oo, we finally obtain

AL(L — z0)T(1 — 2H
(T) ~ Trp + T x ( (}l ( ), (S53)

which is Eq. (15) in the main text.

D. Details on simulations and additional numerical controls

Here, we present additional numerical results supporting our findings. In Fig. S1 we present additio-
nal tests of the validity of the Gaussian approximation and of the stationary covariance approximation.
In Fig. S2 we present a test of the scaling behavior of m, for large L. Last, we report the used values
of the time step dt for all simulations of this work in table S1.
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FIGURE S1: (a) Additional check of the stationary covariance hypothesis. Here, 9(t) = var(z.(¢)) and
one represents 1 — ¢ (t) /12 to determine whether the stationary covariance approximation is valid at long
times (where ¥ (t) — I?). Symbols are simulation results (parameter values are indicated in legend) and are
compared to $*(t) obtained in the stationary covariance approximation (dashed and full lines). (b) Check of
the Gaussian approximation. Here, one represents the cumulative distribution function (CDF) of the rescaled
variable Z(t) = [xx(t) — (zx (t))]/1/13/2 (t). The red line is the CDF of a normalized Gaussian. Other dashed

lines represent simulation results, with parameters indicated in the legend. The collapse of the curves suggests
that the stochastic process x(t) is well approximated by a Gaussian process.
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FIGURE S2: Additional checks for scaling behavior of mx(t) for H = 1/4. (a) Check of the short time scaling
(S36) mx(t) = L — 1" f(¢t/t") in the limit L — oo. Here f is calculated by numerically solving (S37). Note
that the larger discrepancy between f and the data at short times comes from the finiteness of the time step
At compared to t* (since t* o< 1/L* here). The fact that one needs to generate trajectories that are longer
than (T) el /2w prevents us from using smaller time steps for large L. (b) Check of the long time scaling

regime given by Eq. (13) in the main text. Here the initial position is drawn from an equilibrium distribution,
corresponding to our predictions for xop = 0.



H |L/l| dt/ta Figures

3/8| 0 [5.96 x 1076 Fig 2(a)

3/8| 1 [5.96 x 1075 Figs. 2(a), 3(a), 4(b), 4(d), S1(b)
3/8| 2 [5.96 x 107¢|Figs. 2(a), 3(a), 4(a), 4(c), 4(d), S1(a)
3/8| 3 |7.45x 107%| Figs. 2(a), 3(a), 4(c), 4(d), S1(b)
3/8| 3 |1.49 x107° Figs. 4(a), S1(a)

3/8| 4 [1.86 x 107° Figs. 3(a), 4(d)

3/8| 4 |7.45x107° 4(c)

1/4| 0 |1.86 x 1077 Figs. 2(b)

1/4| 1 [1.86 x 1077 Figs. 2(b), 3(b), S1

1/4| 2 |7.45 x 1077| Figs. 2(b), 3(b), 4(a), 4(b), S1, S2
1/4| 3 |3.72 x 107 Figs. 2(b), 3(b), 4(a), S1, S2
1/4| 4 {1.30 x 107° Figs. 3(b), S2

TABLE S1: Value of the time steps used in the simulations.

E. Exactness of the theory at first order for weakly non-Markovian processes

Let us consider the case of weakly non-Markovian processes, for which the covariance and mean of
the process z(t) are given by Egs. (S13) and (S14), with

$(t) = e +egn(t), (S54)

with A > 0, € is a small parameter, and ¢;(t) is an arbitrary function. For simplicity, and without loss
of generality, we set A = 1 and | = 1. We start with the generalization of Eq. (S16) for an arbitrary
number of positions and times x;,t; :

pW(L,t;xl,t + t1;$2,t+ tz; ...;ZL’N,t + tN) =

/ drF(T)p(L,t+ 121, t + 61 + 7520, t + ta + 755N, t +tn + 7|[FPT = 7). (S55)
0
Following the approach of Section B, this equation leads to

/ dt[p(0,t; 21, + t1; 20, t + to;...) — p(0, t; 21, + t1; 22, t + ta;...)] = (T)ps(0; 21, t1; @2, ta; ...).
0
(S56)

We may write formally a continuous version of this equation, for all paths [y(7)] with y(0) = L :

(T)Ps([y(7)]) — /OOO dt {I1([y(7)],t) — P([y(7)], 1)} = O, (S57)

where P,([y(7)]) is the stationary probability to follow the path [y(7)], II([y(7)],t) is the probability
to follow the path [y] in the future ¢ of the FPT (ie, the probability density that 2(FPT+7+1t) = y(71)
for all 7 > 0), and P([y(7)],t) is the probability density that z(t + 7) = y(7) for all 7 > 0. Using
Bayes’ formula, we can write (S57) as

/OOO dt{T([y(7)], t|y(0) = L)p= (L, t) — P([y(7)], tly(0) = L)p(L, )} —(T)ps (L) Pe([y()][y(0) = L) = 0,

(S58)
which is valid for all paths [y(7)] (if y(0) # L the above equation is simply 0 = 0). Let us define a
functional F([k]) as the value of the above expression when multiplied by elo” aTk(1)Y(7) and integrated
over all paths y. In principle F([k]) should vanish for all functions k(7). Let us evaluate F for a
distribution of paths II that satisfies our hypotheses, i.e. by assuming that the process in the future of



the first passage time is Gaussian with mean m,(t) and with the stationary covariance approximation.
Using formulas for the moment generating function of Gaussian processes, we find

FR(P]) = (Tpy (L)els™ IS (1) J57 dr Ji= ar'K(k( ot

oo /
B / di [pﬂ(O, t)efom drk(T)m} (t+7|L,t) _ (0, t)efom drk(r)mg(t+r|L,t)] oo dr [5° dq—’%g(t—&-ﬂt-&--p’ﬁ)’
0

(S59)

where we remind that (T") is evaluated with Eq. (533), and

ot+7,t)o(t+7,1)
o(t,t) '

ot+rt+7t)=ct+1,t+7)— (S60)

If one could find a function m,(t) so that F([k(7)]) vanishes for all k(7), it would mean that the
theory is exact. It does not seem to be the case in general. However, when ¢ — 0, assuming that

ma(t) = Le M 4 ep (1), (S61)

we can evaluate (559) as
]:([k'('r)}) = _g/ di(T)Ql(T) X efo‘x’ du fOOO du/k(u)k‘(u’)%g(u7u’) + 0(62)7 (S62)
0

where

[L(1—e—t)]2
2(1-e=2%) [ul (t+7) —pi(t)e™™ — Le 'Sy (t,7) — Loy (7')]

e dt _
Ql(T):/O \/m{e

_ (L—zge”H?
— e T [mi(t,7) — Lo (7)] } (S63)
where we have defined S; and mj such that
t t
"(;;;) =TS (L) +O(ED),  mit+7ILt) = Le T +emi(t,7) + O(?).  (S64)
g Y

Note that, to obtain (562), it is important to remark that
ot +7,t+7t) =o(r,7) + O(e?). (S65)

We observe that the equality Q1(7) = 0 for all 7 can be realized by a proper choice of pj, so that
F([k(7)]) vanishes at order ¢ for all functions k(7). This suggests that our theory is exact at order e.

Supplementary References

[1] I. Goychuk and P. Hanggi, Phys. Rev. Lett. 99, 200601 (2007).

[2] M. L. Eaton, Multivariate Statistics, A Vector Space Approach, vol. 53 (Institute of Mathematical Statistics
Beachwood, Ohio, USA, 1983).

[3] A. E. Likthman and C. M. Marques, Europhys. Lett. 75, 971 (2006).



	Solution of the Generalized Langevin Equation (without absorbing target)
	Derivation of the equations of the non-Markovian theory [Eqs. (7,8,9,10,11)]
	Behavior of m(t) at large times and consequence for the mean FPT

	Asymptotic analysis in the rare event limit, L
	Details on simulations and additional numerical controls
	Exactness of the theory at first order for weakly non-Markovian processes
	Références

