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Reviewers' comments: 

 

Reviewer #1 (Remarks to the Author): 

 

I thank the authors for their great contribution to the BCI literature on ECoG-based selection 
decoding in an individual with ALS. The novelty of this proposal is high, and demonstrates 
improvements from previous eƯorts which by using a more extensive cortical grid and achieving 
higher communication rates. 

 

This paper describes the implant of two ECoG grids in an inidividual with ALS, who, over the course 
of about a year trains and eventually uses the device to operate a switch-scanning interface. The 
authors describe the longitudinal performance of the system that used two diƯerent scanning 
interfaces, as well as the longitudinal performance, and the adapatations made over the course of 
the study. I think it is a instructive piece of work and sets the stage for future exciting results out of 
this group. 

 

I have a few major concerns which I would like addressed, in addition to multiple other comments I 
have included in a revised manuscript and supplementary materials. 

 

 

1) Better description is needed of the participant in terms of established clinical measures, such as 
ALSFRS-R scores. Which cognitive and neurological tests, mentioned first in the results section on 
decoder retraining, were performed? 

 

2) The manuscript contains some blocks of text which this reviewer finds unnecessary for the 
understanding of the manuscript, or which better belong in other locations. 

a) Most of the last paragraph of the introduction belows in the results and methods. 

b) Most of the first paragraph of the methods, along with Supplementary notes 1 and 4 can be 
excluded. 

c) Related to b), the participant paragraph of the methods tries to make statements related to the 
whole CortiCom clinical trial, which I do not think are necessary for this paper. 

d) others noted in attached manuscript. 

 



3) Cue-aligned vs trial-aligned HG power. The description of this epoch shifting/time warping was 
not well understood by me. Also, the need for performing this was not well described. Did decoder 
performance suƯer if this shifting of training epochs was not performed? Better description needs 
to be given of how shifting/warping occured, what extent of shifting/warping was performed, and 
how this aƯected classification performance. Other than the technical demonstration that shifting 
trials to match the peak of each other increases the correlation between them, I dont think 
Supplementary figures 4 & 5 are useful. 

3.1) My understanding is that video was not used to capture movement onset and oƯset required to 
perform shifting. Why? 

 

4) Some discussion is warranted for why no attempt was made at performing imagination of hand 
grasp to determine similarities and diƯerences with actual hand grasp in terms of cortical 
representation and performance. 

 

 

 

 

 

Reviewer #2 (Remarks to the Author): 

 

Dear Nathan Crone and colleagues, 

 

With great interest I read your manuscript entitled "A click-based electrocorticographic brain-
computer interface enables long-term high-performance switch-scan spelling". This research 
demonstrates the eƯective and long-term use of a brain-controlled communication aid that 
allowed a person with amyotrophic lateral sclerosis (ALS) to select letters or icons on a computer 
screen. Novel features of this research include training a classifier on a limited amount of training 
data (44 minutes of data were acquired across 4 diƯerent days) and testing it across a period of 3 
months (18 diƯerent test days) after without retraining the classifier. The use of chronically 
implanted ECoG is also relatively new in the field of brain-computer interfacing (BCI). 

 

The achieved classification speed and performance outperform those of traditional P300 spellers 
and are comparable to those of other BCI spelling applications. For example, Sutter (1992) 
achieved a performance of 10-12 bits (full words or characters) per minute using a visual ECoG-
driven brain-computer interface. Later on, this same approach based on code-modulated visual 



evoked potentials (cVEP) was eƯectively demonstrated in a group of people with ALS using EEG, 
also yielding average speeds of 10 characters per minute (Verbaarschot et al., 2021). 

 

Demonstrations of eƯective BCI performance within the target population are rare. Even though the 
current manuscript reports results of one participant only, this relatively long term study is a 
relevant contribution to this field. 

 

Major remarks: 

------------------ 

 

1) The advantage of using invasive neuroimaging methods such as ECoG are not immediately clear 
to me. Comparable results have been achieved using non-invasive methods such as EEG. Could 
you elaborate what benefits the use of ECoG provide over non-invasive methods? Moreover, could 
you compare the results of this study to other commonly available communication aids that a 
person with ALS may use, such as eye-tracking or applications that are directly controlled by 
residual movement? Does an invasive BCI have a clear advantage over these less invasive and less 
expensive methods? Since your approach currently relies on residual movement, the direct benefit 
is not clear to me. 

 

2) I miss information on the opinion of the user in this manuscript. What did the participant think of 
the spelling application? Did they ever use it autonomously? Would they want to use it in their daily 
life? Did they enjoy using the application? Or was it frustrating? 

 

3) It is not clear to my why a relatively complex decoding strategy was used for this application. You 
are trying to decode grasp intentions vs. rest, which induces relatively large changes in high gamma 
power activity. It seems to me that a simple linear decoder may also do this job. What were the 
reasons for using a non-linear neural network approach instead? Moreover, specific design choices 
for the network are not well argumented (number of layers, number of units per layer). Could you 
elaborate your design choices in the manuscript? 

 

4) ALS aƯects motor control and is reflected by changes in motor areas in the brain. Why do you 
choose to use a movement for BCI control and record from motor areas in the brain as both these 
things are likely aƯected as ALS progresses? Would another, less aƯected brain area not be a better 
recording site? And would a task that the participant can always perform with ease (response to 
sensory input, mental calculation, imagined sensations) not be a better and more pleasant task for 
them? 

 



5) The main novelty of this paper is the fact that the classifier is trained on limited test data, and 
used across a large period of time without any retraining. However, non-invasive methods such as 
the c-VEP based BCI speller (Verbaarschot et al., 2021) do not require any training data. What are 
the benefits of your approach to such spellers? 

 

Minor remarks: 

------------------------ 

 

(1) Line 36: please clarify what happened when you re-trained the classifier. You collected new 
training data on that day and tested in the following 21 days? Or did you train and test on the same 
day? 

 

(2) Line 50: Add that the training data was recorded on diƯerent days than you tested. For example: 
"Our algorithm was trained using less than one hour’s worth of brain signals recorded several days 
prior to testing the algorithm. The algorithm then performed reliably for a period of three months 
without any retraining." 

 

(3) Line 62-63: you comment on the use of micro-electrodes on the long term, but micro-electrode 
arrays have been shown to record reliably for up to 7 years in a row (Hughes et al., 2020)! In 
addition, deep-brain stimulation electrodes have been shown to reliably perform for extended 
periods of time too. 

 

(4) Line 67: please define what you mean by "chronic". How long does the implant need to exist for it 
to become "chronic"? 

 

(5) Line 148-149: what task did the participant perform to assess the relevant cortical areas for 
implantation? 

 

(6) Figure 1: can you increase the size of subfigure h? It is a bit small to see clearly 

 

(7) Line 188: the ISI is chosen between a lower an upper bound. What were these bounds? 

 

(8) Line 236: what does "randomly downsample" mean? How can the rest class be overrepresented 
if you have balanced rest and grasp classes? 



 

(9) Line 283: why a lock-out period of 1 second? Why not longer or shorter? 

 

(10) Line 347: please include your reasoning for choosing specific voting thresholds. This 
information is provided in Supplementary Note 6. I would include this in the main paper. 

 

(11) Lines 413-420: this seems more Methods than Results. It feels like this is a repetitions of 
information that I already read. Maybe only mention this in the Methods? 

 

(12) Figure 2: please increase the font size on the x and y axes. 

 

(13) Figure 4: please increase the font size of b, d, and f. 

 

(14) Please include Supplementary figures 8 and 9 in the main text. These depict your main 
experimental task and belong in your main text. 

 

References: 

------------------------ 
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Reviewer #3 (Remarks to the Author): 



 

This study demonstrates an ECoG-based single click decoder that has long-term stability for over 
three months, trained on very small amount of neural data. The authors address a fundamental 
requirement of stable decoder performance over long periods without recalibration for practical 
BCI applications, leveraging the well-known stability of ECoG signals. The manuscript is clearly 
presented. I have some comments, questions and suggestions regarding framing of the problem in 
the context of current click BCIs, exploration of some results and limitations of this approach. 

 

Click BCI is not a new concept, as authors have discuss, however, I feel that the novelty of this 
particular work could be fleshed out more in comparison to the merits of ECoG as a stable neural 
signal. Authors point out in introduction (line 62) that MEA BCIs can have sophisticated capabilities 
but use outside research environment is limited. However, this is true of all types of current BCIs. 
Also, long-term safety and eƯicacy of MEAs in humans have been demonstrated consistently for 
two decades, and is not just the characteristic of ECoG (line 65). New research in MEA BCIs show 
that frequent decoder recalibration might not be required with advance online unsupervised 
training methods that run in the background during online BCI use (e.g., CORP) so this might not be 
a limiting factor. Regarding the amount of training data required, it is mentioned that stent-
electrode based BCI studies also required 1 or more sessions of data (line 77) which indicates that 
training on small amounts of data from single session has been shown before with ECoG-like 
signals. In view of these arguments, I think the introduction should be framed to justify strengths of 
this work. Single command BCIs are common with EEG and have shown decent performance in 
various studies using diƯerent paradigms, hence this should also be discussed. 

 

The stability of the decoder shown in the results is remarkable. It could be useful to show a plot 
with the accuracy of each real-time session (computed oƯline) using the most updated decoder 
trained on all available prior sessions data to assess the maximum performance (upper bound on 
the accuracy) the decoder could have had in comparison to the fixed decoder currently used. 

 

In figure 3, please also show the accuracy of the system along with sensitivity as well as the 
confusion matrix of classification (like fig 4) for three groups: (1) cross-validated results on training 
sessions, (2) 7-vote real-time sessions and (3) 4-vote real-time sessions for complete 
understanding of the decoder performance. 

 

Looking retrospectively, what is the minimum amount of data required to get the highest real-time 
accuracy? In other words, what would be the decoder accuracy as a function of the amount of 
training data. 

 



It’s not clear to me whether the correct characters per min and correct words per min reported in fig 
3 are calculated for selecting single characters (number of actual clicks) or on the output of 
autocomplete, which would require fewer clicks but inflate the CCPM/CWPM. 

 

Supplementary fig 2 shows very strong event-related desynchronization (ERD) in lower frequencies 
around beta band uniformly in majority of channels. Could this be used as more robust feature for 
click detection to supplement high gamma power? The robustness of ERD in EEG literature for 
movement detection is well known, which can also be consistently observed here. Could that be 
leveraged for better click classification and improved stability? It would be interesting to see if ERD 
also reduced after day 118 when HG was reduced. Why were the features restricted to HG? 

Again, in supplementary figure 2, some ERD can be observed before go cue, is this due to 
anticipatory behaviour? 

 

Why was RNN chosen for binary classification (instead of simply flattening the sequential features 
which can be suƯicient for simple binary classification)? Did you try a simpler classifier e.g., logistic 
regression, SVM or LDA? These can be faster to train and require less data. 

 

It would be helpful to readers to put your CCPM and CWPM in context of other similar BCI studies in 
the discission. It will be useful to also compare the performance with similar EEG based systems. 
What advantage would this BCI system provide over a binary classification EEG BCI? How does it 
compare with P300 speller in terms of speed and accuracy? 

 

Also, how does this BCI performance compare with other technologies/aids that you participant 
uses for communication in his daily life? 

 

While single click decoding can be useful and robust, this is still not practical and very slow for use 
with the speed of ~2.2 words/min speed. Please discuss limitations of this approach. It seems to 
me that the bottleneck here is the switch scanning application used which traverses each row and 
column and pauses for 1s at each switch. Would a faster switch scanning application design 
(something similar to Dasher) improve the speed? Please discuss how can overall speed of the 
whole BCI system be improved? What computational overheads cause latency of 200ms for 
producing the click after its detection and can this be reduced? 

 

And finally, would this decoder with HG features work robustly in cases where there is no residual 
arm/hand movement in a participant to perform actual hand movement for initiating clicks? 

 



Minor: Which channel activity is shown in supplementary fig 12 b,c,d 

 

 

 

Reviewer #4 (Remarks to the Author): 

 

Summary 

In this well written and interesting manuscript, the authors describe a brain-computer interface 
(BCI) that can translate cortical signals of a person with (incomplete) hand paralysis as they 
attempt to grasp their right hand into clicks, which are subsequently used to drive a switch-scan 
spelling interface to communicate in full sentences. 

Importantly, they also show that the interface can achieve stable performance for months without 
recalibration. 

The methods appear sound; however, some comments should be addressed during revision: 

Comments 

The sudden performance drop is perplexing. Do saliencies appear consistent before / after the 
performance drop? 

Did the authors try other types of BCI control, such as cursor control or having, for example, 3 
diƯerent hand target? Given the performance, it seems likely that 128 channels of ECoG could 
facilitate control over a richer output space to get faster communication rates. Some explanation 
for why the authors settled on a single type of output could be helpful. 

In Figure 1, can the authors add some visual indication that the patient is attempting to grasp their 
hand? It would help convey the system use a little more clearly. 

Can the authors comment on why they chose 110-170 Hz as high-gamma range? It seems that the 
range that groups use varies in the literature. 

The Discussion spends a lot of time simply restating content from the Results. It is preferred for 
Discussions to instead frame and interpret the results, not simply repeat them. The Discussion 
could be heavily trimmed and condensed. 
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Abstract 
Background 
Brain-computer interfaces (BCIs) can restore communication in movement- and/or speech-impaired 
individuals by enabling neural control of computer typing applications. Single command “click” decoders 
provide a basic yet highly functional capability.  
 
Methods 
We sought to test the performance and long-term stability of click-decoding using a chronically 
implanted high density electrocorticographic (ECoG) BCI with coverage of the sensorimotor cortex in a 
human clinical trial participant (ClinicalTrials.gov, NCT03567213) with amyotrophic lateral sclerosis 
(ALS). We trained the participant’s click decoder using a small amount of training data (<44 minutes 
across four days) collected up to 21 days prior to BCI use, and then tested it over a period of 90 days 
without any retraining or updating.  
 
Results 
Using this click decoder to navigate a switch-scanning spelling interface, the study participant was able 
to maintain a median spelling rate of 10.2 characters per min. Though a transient reduction in signal 
power modulation interrupted testing with this fixed model, a new click decoder achieved comparable 
performance despite being trained with even less data (<15 min, within one day).  
 
Conclusion 
These results demonstrate that a click decoder can be trained with a small ECoG dataset while retaining 
robust performance for extended periods, providing functional text-based communication to BCI users. 
 
Plain Language Summary 



 
People living with amyotrophic lateral sclerosis (ALS) struggle to communicate with family and 
caregivers due to progressive muscle weakness. This study investigated whether the brain signals of a 
participant with ALS could be used to control a spelling application. Specifically, when the participant 
attempted to make a fist, a computer algorithm detected increased neural activity from electrodes 
implanted on the surface of his brain, and thereby generated a mouse-click. The participant used these 
self-generated clicks to select letters or words from a spelling application to type sentences. Our 
algorithm was trained using less than one hour’s worth of recorded brain signals and then performed 
reliably for a period of three months. This approach can potentially be used to restore communication 
to other severely paralyzed individuals over an extended period of time and after only a short training 
period.  
 
Introduction 
Brain-computer interfaces (BCIs) can allow individuals with a variety of motor impairments to control 
assistive devices using their neural signals1–11. In particular, implantable BCIs have the potential to 
provide higher performance compared to non-invasive BCIs and may provide round-the-clock 
availability. These capabilities are derived either from single neuron activity recorded by microelectrode 
arrays (MEAs), or from neural population activity recorded by macroelectrodes (typically consisting of 
electrocorticographic (ECoG) arrays on the cortical surface)12. Although sophisticated capabilities and 
high performance of MEA BCIs have been reported, their use outside of research environments has 
been limited due to varying degrees of long-term signal attrition13,14 and day-to-day instability in 
decoding models trained on single neuron activity, often requiring frequent recalibration15. On the other 
hand, extensive safety and efficacy data from the use of chronic ECoG recordings for epilepsy 
management16 suggests that ECoG implants have the potential to deliver greater long-term signal 
stability. However, the utility of ECoG for chronically implanted BCIs has only been tested in a few 
participants.  
 
In the first clinical trial of a chronic ECoG BCI1, a participant with quadriplegia and anarthria due to 
amyotrophic lateral sclerosis (ALS) attempted hand movements to generate “brain clicks”, in turn 
controlling a switch-scanning spelling application. These brain clicks were detected as spectral changes 
in ECoG signals recorded from a single pair of electrodes on the surface of hand area of contralateral 
motor cortex. Though the participant used these brain clicks to communicate in her daily life for more 
than 3 years17, several months of data collection were necessary for parameter optimization. In a 
separate clinical trial4,18, participants with severe upper limb paralysis due to ALS or primary lateral 
sclerosis were implanted with an endovascular stent-electrode array and required 1-12 sessions of 
training with their brain click BCI before long-term use4. However, due to the location of electrodes in 
the superior sagittal sinus, the participants triggered brain clicks with attempted foot movements, which 
may not be intuitive for computer control. Moreover, device limitations in both clinical trials may have 
constrained brain click speed and overall performance of the BCIs. Vansteensel et al. reported 87-91% 
click accuracy (comprised of correctly detected and withheld clicks) with a 1 s latency1 while Mitchell et 
al. reported ~82% accuracy with a 0.9 s latency or a 97% accuracy with a 2.5 s latency4.  
 
In this study, we tested whether improved click performance could be achieved using high density ECoG 
recordings from sensorimotor cortex. We implanted two 8 x 8 ECoG grids (4 mm pitch, PMT Corp., 



Chanhassen, MN) over left hand and face cortical regions in a clinical trial participant with ALS 
(ClinicalTrials.gov, NCT03567213). The participant generated clicks using the implanted BCI to spell 
sentences at a significantly improved spelling rate compared to prior brain click work using a switch-
scanning paradigm1. Moreover, the participant achieved high click-detection accuracies with low false-
positive rates and low latencies from attempted movement onset to click. We found that a fixed ECoG-
based click decoder trained on a limited dataset maintained high performance over a period of several 
months without requiring re-training or daily model adaptation. Finally, offline analysis suggested that 
similar performance is achievable with a smaller number of ECoG electrodes over only the cortical hand-
knob region. 
 
Methods 
Clinical trial 
This study was performed as part of the CortiCom clinical trial (ClinicalTrials.gov Identifier: 
NCT03567213), a phase I early feasibility study of the safety and preliminary efficacy of an implantable 
ECoG BCI. Due to the exploratory nature of this study and the limited number of participants, the 
primary outcomes of the trial were stated in general terms (Supplementary Note 1) and were designed 
to gather preliminary data on: 1) the safety of the implanted device, 2) the recording viability of the 
implanted device, and 3) BCI functionality enabled by the implanted device using a variety of strategies. 
No methods or statistical analysis plans were predefined for assessing these outcomes given their 
exploratory nature and the limited number of participants. Results related to the first two primary 
outcome variables, though necessarily provisional as they are drawn from only one participant, are 
reported in Supplementary Notes 2 and 3 respectively. Results related to BCI functionality, also 
necessarily provisional and exploratory (Supplementary Note 4), are addressed within the subsequent 
methodology and results, which nevertheless employed rigorous analyses and statistics.  
The study protocol can be found as an additional supplemental file. The study protocol was reviewed 
and approved by Johns Hopkins University Institutional Review Board and by the US Food and Drug 
Administration (FDA) under an investigational device exemption (IDE). 
 
Participant 
All results reported here were based on data from the first and only participant to date in the CortiCom 
trial. The participant gave written consent after being informed of the nature of the research and 
implant related risks. To date this participant has had no serious or device-related adverse events  
 
The participant was a right-handed man who was 61 years old at the time of implant in July 2022 and 
diagnosed with ALS roughly 8 years prior. Due to bulbar dysfunction, the participant had severe 
dysphagia and progressive dysarthria. This was accompanied by progressive dyspnea. The participant 
could still produce overt speech, but slowly and with limited intelligibility. He had experienced 
progressive weakness in his upper limbs such that he is incapable of performing activities of daily living 
without assistance; his lower limbs are less affected. 
 
Neural implant 
The CortiCom study device was composed of two 8x8 subdural ECoG grids manufactured by PMT 
Corporation (Chanhassen, MN), which were connected to a percutaneous 128-channel Neuroport 
pedestal manufactured by Blackrock Neurotech Corporation (Salt Lake City, UT). Final assembly and 



sterilization of the study device was performed by Blackrock Neurotech. Both subdural grids consisted of 
soft silastic sheets embedded with platinum-iridium disc electrodes (0.76 mm thickness, 2-mm diameter 
exposed surface) with 4 mm center-to-center spacing and a total surface area of 12.11 cm2 (36.6 mm x 
33.1 mm). The device included two reference wires, which were exposed to match the recording surface 
area of the ECoG electrodes. During all recordings with the study device, the Neuroport pedestal was 
coupled to a small (24.9 mm x 17.7 mm x 17.9 mm) external device (Neuroplex-E; Blackrock 
NeurotechCorp.) for signal amplification, digitization, and digital transmission via a mini-HDMI cable to 
the Neuroport Biopotential System (Blackrock Neurotech Corp.) (Fig. 1a).  
 
The two electrode grids of the study device were surgically implanted subdurally, over sensorimotor 
cortex representations for speech and upper extremity movements in the left hemisphere. Implantation 
was performed via craniotomy under monitored anesthesia care with local anesthesia and sedation 
tailored to intraoperative task participation. There were no surgical complications or surgically related 
adverse events. The locations of targeted cortical representations were estimated prior to implantation 
using anatomical landmarks from a pre-operative structural MRI, functional MRI, and somatosensory 
evoked potentials. The locations of the subdural grids with respect to surface gyral anatomy were 
confirmed after implantation by co-registering a post-operative high-resolution CT with a pre-operative 
high-resolution MRI using Freesurfer19 (Fig. 1b). 
 



 
Figure 1 | Real-time decoding pipeline. (a) The participant was seated upright with his forearms on the armrests of a chair 
facing a computer monitor where the switch-scanning speller application was displayed. (b) Position of both 64-electrode grids 
overlayed on the left cortical surface of the participant’s brain. The dorsal and ventral grids primarily covered cortical upper 
limb and face regions respectively. The electrodes are numbered in increasing order from left to right and from bottom to top. 
Magenta: pre-central gyrus; Orange: post-central gyrus. (c) ECoG voltage signals were streamed in 100 ms packets to update a 
256 ms running buffer for real-time spectral pre-processing. A sample of signals from 20 channels is shown. (d) A Fast Fourier 
Transform filter was used to compute the spectral power of the 256 ms buffer, from which the HG log-power (110-170 Hz) was 
placed into a 1 s running buffer (10 feature vectors). (e) The running buffer was then used as time history for the recurrent 
neural network (RNN). (f) An RNN-FC (RNN-fully connected) network then predicted rest or grasp every 100 ms depending on 



the higher output probability. (g) Each classification result was stored as a vote in a 7-vote running buffer such that the number 
of grasp votes had to surpass a predetermined voting threshold (4-vote threshold shown) to initiate a click. A lock-out period of 
1 s immediately followed every detected click to prohibit multiple clicks from occurring during the same attempted movement. 
(h) Once a click was detected, the switch scanning speller selected the highlighted row or element within that row. Two clicks 
were necessary to type a letter or autocomplete a word. 
 
Testing and calibration  
At the beginning of each session, a 60 second calibration period was recorded, during which the 
participant was instructed to sit still and quiet with his eyes open and visually fixated on a computer 
monitor. For each channel, we then computed the mean and standard deviation of the spectral-
temporal log-powers for each frequency bin. These estimates of resting baseline cortical activity were 
subsequently used for normalization of power estimates during model training and BCI operation. 
 
Training task 
Training data was collected across four sessions (six training blocks in total) spanning 15 days (Fig. 2a). 
For each block, the participant was instructed to attempt a brief grasp with his right hand (i.e., 
contralateral to the implanted arrays) in response to visual cues (Supplementary Fig. 1). Due to the 
participant’s severe upper extremity impairments, his attempted movements primarily involved flexion 
of the middle and ring fingers. After each attempt, the participant released his grasp and passively 
allowed his hand to return to its resting position hanging from the wrist at the end of his chair’s armrest.  
 
Each trial of the training task consisted of a single 100 ms “Go” stimulus prompting the participant to 
attempt a grasp, followed by an interstimulus interval (ISI), during which the participant remained still 
and fixated his gaze on a crosshair in the center of the monitor. Previous experiments using longer cues 
had resulted in more variable response latencies and durations. The length of each ISI was randomly 
chosen to vary uniformly between a lower and upper bound to reduce anticipatory behavior. The 
experimental parameters across all training sessions are shown in Supplementary Table 1. In total, 
almost 44 min of data (260 trials) was collected for model training. 
 
Data collection 
Neural signals were recorded by the Neuroport system at a sampling rate of 1 kHz. BCI2000 was used to 
present stimuli during training blocks and to store the data for offline analysis20. Video of the 
participant’s right hand (i.e., which was overtly attempting grasp movements) and the monitor 
displaying the spelling application was recorded at 30 frames per second (FPS) during all spelling 
sessions except the last two (at 60 FPS). A 150 ms synchronization audio cue was played at the beginning 
of each spelling block (see Real-Time Switch-Scanning) so that the audio recorded by the Neuroport 
biopotential system’s analog input could be used offline to synchronize the video frames with the neural 
data. A pose estimation algorithm21 was applied offline to the hand video to infer the horizontal and 
vertical positions of 21 hand and finger landmarks within each video frame. The horizontal coordinates 
of the metacarpal-phalangeal (MCP) joint landmarks for the first and fifth digits were used to normalize 
horizontal positions of all landmarks, while the MCP and fingertip coordinates of the same digits were 
used to normalize vertical positions. 
 
Feature extraction and label assignment 



For each of the 128 recording channels, we used a Fast Fourier Transform (FFT) filter to compute the 
spectral power of 256 ms windows shifted by 100 ms increments. The spectral power in each frequency 
bin was log-transformed and normalized to the corresponding calibration statistics. We summed the 
spectral power in the frequency band between 110 and 170 Hz to compute our high-gamma (HG) 
power. We chose this lower bound of the frequency band because post-movement low frequency 
activity sometimes extended to 100 Hz in several channels (Supplementary Fig. 2). This resulted in a 128-
channel feature vector that was used in subsequent model training. 
 
After computing each channel’s trial-aligned HG power (-1 s to 2.5 s post-cue), we accounted for the 
inter-trial variability due to reaction delay by re-aligning each trial’s HG power using a subset of highly 
activated channels22. This resulted in generally increased HG power correlations between trials 
(Supplementary Figs. 3-5). We visually determined the onset and offset of the re-aligned trial-averaged 
HG power from the channels used for re-alignment (Supplementary Fig. 6). The average neural activity 
onset and offset were manually estimated from the aligned neural data to be roughly 0.2 s and 1.2 s 
post-cue, respectively, with neural activity more clearly differentiating from rest activity starting at 0.3 s 
post-cue and ending at 1.1 s post-cue. We consequently assigned grasp labels to ECoG feature vectors 
falling between 0.3 s and 1.1 s post-cue for each trial, and rest labels to all other feature vectors. Since 
this overall strategy relies only on the visual inspection of neural signals, we believe it to be compatible 
with reduced availability of ground truth signals, like movement, as might be the case in locked-in 
participants.  
 
Model architecture and training 
We designed a recurrent neural network in a many-to-one configuration to learn changes in HG power 
over sequences of 1 s (Supplementary Fig. 7). Each 128-channel HG power vector was input into a long 
short-term memory (LSTM) layer with 25 hidden units for modelling sequential dependencies. From 
here, 2 consecutive fully-connected (FC) layers with 10 and 2 hidden units, respectively, determined 
probabilities of the rest or grasp class. The former utilized an eLU activation function while the latter 
employed softmax to output normalized probability values. In total, the architecture consisted of 17,932 
trainable parameters, and was trained on a balanced dataset of rest and attempted grasping sequences 
by randomly downsampling from the overrepresented rest class. 
 
We determined the model’s hyperparameters by evaluating our model’s offline accuracy using 10-fold 
cross-validation with data collected for training (see Cross-validation). For each cross-validated model, 
we limited training to 75 epochs during which classification accuracy of the validation fold plateaued. 
We used categorical cross-entropy for computing the error between true and predicted labels of each 
45-sample batch and updated the weights using adaptive moment optimization (Adam optimizer)23. To 
prevent overfitting on the training data, we used a 30% dropout of weights in the LSTM and FC layers. 
All weights were initialized according to a He Normal distribution.24 The model was implemented in 
Python 3.8 using Keras with a TensorFlow backend (v2.8.0).  
 
Real-time pipeline 
Pipeline structure 



We used ezmsg, a Python-based messaging architecture (https://github.com/iscoe/ezmsg)25, to create a 
directed acyclic graph of processing units, in which all pre-processing, classification, and post-processing 
steps were partitioned. 
 
Real-time pre-processing 
Neural data was streamed in intervals of 100 ms via a ZeroMQ connection from BCI200020 to our real-
time pipeline, which was hosted on a separate machine dedicated to real-time inference. Incoming data 
updated a running 256 ms buffer, from which a 128-channel feature vector of HG power was then 
computed as described above (Figs. 1c and 1d). This feature vector was stored in a running buffer of 10 
feature vectors (Fig. 1e), which represented 1 s of feature history for our LSTM input (Fig. 1f).  
 
Classification and post-processing 
A rest or grasp classification was generated every 100 ms by the FC layer, after which it entered a 
running buffer of classifications, which in turn was updated with each new classification. This buffer was 
our voting window, which contained a pre-determined number of classifications (10 and 7 for the 
medical communication board and the spelling interface respectively), and in which a given number of 
those classifications (voting threshold) were required to be grasp in order to initiate a click (Fig. 1g). This 
voting window and threshold were applied to prevent sporadic grasp classifications from being 
interpreted as an intention to execute a click. A click triggered selection of the participant’s desired row 
or column in the switch-scanning application (Fig. 1h). 
 
Switch-scanning applications 
A switch-scanning application is an augmentation and alternative communication (AAC) technology that 
allows users with severe motor or cognitive impairments to navigate to and select icons or letters by 
timing their clicks to the desired row or column during periods in which rows or columns are 
sequentially highlighted26–32. The participant generated a click by attempting a brief grasping movement 
as described in Training task. 
 
Medical communication board 
As a preliminary assessment of our model’s sensitivity and false positive detections, we first cued our 
participant to navigate to and select keys with graphical symbols from a medical communication board 
(Supplementary Fig. 8). Graphical symbols were obtained from https://communicationboard.io/. We 
used a 10-vote voting window with a 10-vote threshold (all 10 classifications within the running voting 
window needed to be grasp to initiate a click) and set our row and column scan rates to 1.5 per s. 
Finally, we enforced a lock-out period of 1 s, during which no other clicks could be produced, after 
clicking on a row or a button within a row (Fig. 1g). This prevented multiple clicks being produced from 
the same attempted grasp.  
 
Spelling application 
We then developed a switch-scanning spelling application, in which the participant was prompted to 
spell sentences (Supplementary Fig. 9). The buttons within the spelling interface were arranged in a grid 
design that included a center keyboard as well as autocomplete options for both letters and words. 
Letter and word autocompletion options were both generated by a distilBERT language model33 hosted 
on a separate server, providing inference through an API. The distilBERT model was chosen over larger 



language models for its faster inference speed. We added three pre-selection rows at the beginning of 
each switch scanning cycle as well as one pre-selection column at the beginning of column scanning 
cycle. These allowed the participant a brief preparation time if he desired to select the first row, or first 
column within a selected row. We decided to use a 7-vote voting window with a 7-vote threshold, which 
decreased latency from attempted grasp onset to click (see Click latencies) compared to when using the 
medical communication board. However, after several sessions of spelling and feedback from the 
participant, we reduced the voting threshold requirement to a 4-vote threshold (any 4/7 classifications 
within the running voting window needed to be grasp to initiate a click). We again enforced a lock-out 
period of 1 s. 
 
Real-time switch-scanning 
Using the communication board, the participant was instructed to navigate to and select one of the keys 
verbally cued by the experimenter. If the participant selected the incorrect row, the cued key was 
changed to be in that row. Once a key was selected, the switch-scanning cycle would start anew 
(Supplementary Video 1, Supplementary Fig. 8).  
 
To test real-time spelling performance using our click detector, the participant was required to type out 
sentences by using the switch-scanning spelling application. The sentences were sampled from the 
Harvard sentence corpus34 and were presented at the top of the speller in faded gray text. If the 
participant accidentally clicked a wrong key, resulting in an incorrect letter or autocompleted word, the 
corresponding output text would be highlighted in red. The participant was then required to delete it 
using the DEL or A-DEL (auto-delete) keys respectively. Once the participant completed a sentence, he 
advanced to the next one by clicking the ENTER key (Supplementary Video 2, Supplementary Fig. 9). A 
spelling block consisted of 3-4 sentences to complete, and in each session the participant completed 1-6 
spelling blocks (Fig. 2b).  
 
Performance evaluation 
Sensitivity and click rates 
Sensitivity was measured as the percentage of correctly detected clicks: 
ݕݐ݅ݒ݅ݐ݅ݏ݊݁ܵ  = ௧ܰ௨ ௦ܰ௧௧௧ௗ ௦௦  × 100% 

 
where in one session ௧ܰ௨ ௦  were the total number of correct clicks and ܰ௦௦ were the total 
number of attempted grasps, and where ௧ܰ௨ ௦ ≤  ܰ௧௧௧ௗ ௦௦. For a detected click to be 
correct (i.e., a true positive), it had to have occurred on the user interface (as visual feedback to the 
participant) within 1.5 s after the onset of an attempted grasp. Attempted grasps with no clicks 
occurring within this time period were considered false negatives. Clicks that occurred outside this time 
period were assumed to be unrelated to any attempted grasp and were thus considered false positives. 
True positive and false positive frequencies (TPF and FPF respectively) were measured per unit time and 
for each session were defined as the following:  
ܨܲܶ  =  ்ܰܶ = ௧ܰ௨ ௦ܶ ܨܲܨ           =  ிܰܶ   



 
where ்ܰ and ிܰ are the number of true and false positives in a session respectively, and ܶ is the 
total spelling time for that session. Whether the participant clicked the correct or incorrect key had no 
bearing on sensitivity, TPF, or FPF as these metrics depended only on whether a click truly occurred 
following an attempted grasp.  
 
Click latencies 
Movement onsets and offsets were determined from the normalized pose-estimated landmark 
trajectories of the hand. Specifically, only the landmarks of the fingers with significant movement during 
the attempted grasp were considered. Then, for each attempted grasp, movement onset and offset 
times were visually estimated.  
 
For each correctly detected attempted grasp, we computed both: a) the time elapsed between 
movement onset and algorithm detection, and b) the time elapsed between movement onset and the 
click appearing on the spelling application’s user interface. The latency to algorithm detection was 
primarily composed of the time necessary to reach the voting threshold (i.e., a 4-vote threshold usually 
produced at least 400 ms latency if four grasps were sequentially classified). The latency to the on-
screen click appearing on the spelling interface depended on the algorithm detection latency along with 
additional network and computational overhead necessary for displaying the click. 
 
Spelling rates 
Spelling rates were measured by correct characters per minute (CCPM) and correct words per minute 
(CWPM). Spelled characters and words were correct if they exactly matched their positions in the 
prompted sentence. For example, if the participant spelled a sentence with 30 characters (5 words) with 
1 character typo, only 29 characters (4 words) contributed to the CCPM (CWPM). Note that all spelling 
was performed with assistance of autocompletion options from the language model. 
 
Cross-validation 
We partitioned our training data into 10 folds such that each fold contained an equal number of rest and 
grasp samples of HG power feature vectors (rest samples were randomly downsampled to match the 
number of grasp samples). To minimize data leakage of time dependent data into the validation fold, all 
samples within a fold were contiguous and each sample belonged to only one fold. Each fold was used 
once for validation and a corresponding cross-validated model was trained on the remaining 9 folds.  
 
Channel contributions and offline classification comparisons 
Using the subset of samples in the training data labeled as grasp, we computed each channel’s 
importance to generating a grasp classification given our model architecture. Specifically, we computed 
the integrated gradients from 10 cross-validated models (see Cross-validation) with respect to the input 
features from each sample labeled as grasp in the corresponding validation folds. This generated an 
attribution map for each sample35, from which we calculated the L2-norm across all 10 historical time 
feature vectors2, resulting in a 1x128 saliency vector. Due to the random initialization of weights in the 
RNN-FC network, models trained on features from the same set of folds were not guaranteed to 
converge to one set of final weights. We therefore retrained the set of 10 cross validated models 20 
times and similarly recomputed the saliency vectors for each sample. The final saliency map was 



computed by averaging the attribution maps across all repeated samples and normalizing the resulting 
mean values between 0 and 1. We repeated this process using HG features from all channels except one 
(channel 112) and again by using features from a subset of 12 electrodes over cortical hand-knob 
(anatomically determined as channels 92, 93, 94, 100, 101, 102, 108, 109, 110, 116, 117, 118; Fig. 4e, 
Supplementary Figs. 2,3). Neither of these two model architectures were deployed for real-time BCI use. 
 
To inform whether models trained with HG features from these smaller subsets of channels could retain 
robust click performance, we computed offline classification accuracies using 10-fold cross-validation 
(see Cross-validation). We repeated cross-validation (see above) such that for each of the 10 validation 
folds a set of 20 accuracy values was produced. We then took the average of these 20 values to obtain a 
final accuracy for each fold. For each subset of channels, a confusion matrix was generated using the 
true and predicted labels across all validation folds and all repetitions. 
 
Statistics and Reproducibility 
Statistical analysis 
the non-parametric Wilcoxon Rank-Sum test to determine whether there were significant differences 
between performance metrics from spelling blocks where different voting thresholds were applied. A P-
value less than 0.05 was considered significant. Similarly, we used the Wilcoxon Rank-Sum test to 
determine whether there were significant differences in offline classification accuracies when different 
configurations of channels were used from model-training and validation. We additionally used a Holm-
Bonferroni correction to adjust for multiple comparisons. 
 
Reproducibility of experiments 
Neural data collection and processing as well as decoder performance were reproducible across sessions 
as the participant was able to repeatedly demonstrate click control using neural signals from attempted 
hand movements to spell sentences. However, as this study reports on the first and only participant in 
this trial so far, further work will be necessary to test the reproducibility of these results in other 
participants.  
 
Results 
Long-term usage with a fixed click detector 
The participant used the fixed click detector to effectively control a switch-scanning application for a 
total of 626 min spanning a 90-day period that started on Day 21 after the completion of training data 
collection (Fig. 2b). Specifically, we recorded one session with the medical communication board and 17 
sessions with the spelling application. We defined Day 0 as the last session of training data collection. 
We used a voting threshold of 10/10 votes with the communication board. Using the spelling 
application, we initially used a voting threshold of 7/7 votes, but reduced this threshold to 4/7 votes on 
Day +81 as the participant reported that he preferred an increased sensitivity despite the resulting 
increase in false positive detections. We found that the decoder performance remained robust for 111 
days. 
 



 
Figure 2 | Long-term use of a fixed click detector. (a) Training data was collected during 4 sessions that occurred within a 
period of 15 days. For each day, each bar segment represents a separate block of training data collection (6 training blocks 
total). (b) Using the fixed decoder, one block of switch-scanning with the communication board was performed +21 days post-
training data collection (purple). From Day +46 to Day +81, the fixed decoder was used for switch-scan spelling with a 7-vote 
threshold (blue). From Day +81 to Day +111, the fixed decoder was used for switch-scan spelling with a 4-vote threshold (teal). 
For each day, each bar segment represents a separate spelling block of 3-4 sentences. The horizontal axis spanning both (a) and 
(b) represents the number of days relative to the last day of training data collection (Day 0). 
 
Switch-scanning performance 
With the switch-scanning medical communication board, the click-detection model achieved 93% 
sensitivity (percentage of detected clicks per attempted grasps) with a median latency of 1.23 s from 
movement onset to on-screen click (visual feedback on the user interface) using a 10-vote threshold. No 
false positives were detected.  
 
Using the switch-scanning spelling application (from Day +46 to Day +111), the click detector achieved a 
median detection sensitivity of 94.9% using a 7-vote threshold, and a sensitivity of 97.8% when using a 
4-vote threshold (P = 0.057, Wilcoxon Rank-Sum test; Fig. 3a). The median true positive frequency (TPF) 
was 10.7 per min using a 7-vote threshold, which improved to 11.6 per min when using a 4-vote 
threshold (P = 0.005, Wilcoxon Rank-Sum test; Fig. 3b); the median false positive frequency (FPF) was 
0.029 per min (1.74 per h) using a 7-vote threshold and 0.101 per min (6.03 per h) when using a 4-vote 
threshold (P = 0.20, Wilcoxon Rank-Sum test; Fig. 3b). 
 
As expected, we observed a decrease in latency from movement onset to algorithmic detection and on-
screen click when switching from the 7-vote to the 4-vote threshold (Fig. 3c). Using the 7-vote threshold, 
the median detection latency was 0.75 s and significantly dropped to 0.48 s using the 4-vote threshold 
(P = 0.013, Wilcoxon Rank-Sum test). Meanwhile the median on-screen click latency was 0.93 s using the 
7-vote threshold and dropped to 0.68 s using the 4-vote threshold (P = 3 x 10-4, Wilcoxon Rank-Sum 
test). The delay between algorithmic detection and on-screen click was consistently ~200 msec, due to 
network and computational overhead. 
 
Consequently, the participant was able to achieve high rates of spelling (Fig. 3d). Specifically, median 
spelling rate was 9.1 correct characters per minute (CCPM) using the 7-vote threshold, which 
significantly improved to 10.2 CCPM using the 4-vote threshold (P = 0.031, Wilcoxon Rank-Sum test). 
Similarly, he achieved 1.85 correct words per minute (CWPM) using the 7-vote threshold, which 
significantly improved to 2.14 CWPM using the 4-vote threshold (P = 0.015, Wilcoxon Rank-Sum test). In 



one session, the participant achieved a spelling rate greater than 11 CCPM with the 4-vote threshold, 
which to our knowledge is the highest spelling rate achieved using single-command BCI control with a 
switch-scanning spelling paradigm. 
 

 
Figure 3 | Long-term switch-scanning spelling performance. Across all subplots, triangular and circular markers represent 
metrics using a 7-vote and 4-vote voting threshold respectively. (a) Sensitivity of grasp detection for each session. Dashed line 
delineates 100% sensitivity. (b) True-positive and false-positive frequencies (TPF and FPF) measured as detections per minute. 
Dashed line delineates 0 FPF. (c) Average latencies with standard deviation error bars of grasp onset to algorithm detection and 
to on-screen click. The averages and standard deviations were computed from latency measurements across all spelling blocks 
from one session using the same voting threshold. Using 7-vote and 4-vote voting thresholds, on-screen clicks happened an 
average of 207 ms and 203 ms respectively after detection. Note that detection latencies were not registered in the first six 
sessions. (d) Correct characters and words per minute (CCPM and CWPM).  
 
Decoder retraining due to transient performance drop 
On Day +118 (Supplementary Fig. 10 for timeline), the detector sensitivity fell below the pre-set 
performance threshold of 80% (Supplementary Fig. 11), which was likely due to a drop in the 
movement-aligned HG response across a subset of channels (Supplementary Fig. 12). We found no 
hardware or software causes for the observed deviations in HG responses. Moreover, the participant 
had no subjective change in strength, no changes on detailed neurological examination or cognitive 
testing, and no new findings on brain computerized tomography images.  
 



To ensure that BCI performance was not permanently affected, we retrained and tested a click detector 
with the same model architecture using data collected roughly four months after the observed 
performance drop (Supplementary Note 5). The new click detection algorithm used a total of 15 min of 
training data, which was all collected within one day (Supplementary Fig. 13a); afterward, the model 
weights remained fixed again. To determine the optimal voting threshold for continued long-term use, 
we additionally evaluated real-time click performance using all voting thresholds from 2/7 to 7/7 votes 
with this new click detection algorithm (Supplementary Fig. 14).  
 
The participant used this retrained click detector for a total of 428 min in six sessions spanning a 21-day 
period after re-training (Supplementary Fig. 13b). The optimal combination of sensitivity 
(Supplementary Note 6) and false detections was achieved using a 6-vote threshold. Using this 
threshold, we achieved similar performance metrics to those from the original click detector with a 4-
vote threshold, namely a median detection sensitivity of 94.8%, median TPF and FPF of 11.3 per min and 
0.20 per min respectively, and a median CCPM and CWPM of 10.1 and 2.2 respectively (for all 
comparisons P > 0.05, Wilcoxon Rank-Sum test) (Supplementary Fig. 15). Expectedly the median on-
screen click latency was 0.86 s, roughly 200 ms higher compared to the previous 4-vote threshold, due 
to the two extra votes required for generating a click (P = 10-3, Wilcoxon Rank-Sum test). 
 
Electrode contributions to grasp classification 
To assess which channels produced the most important HG features for classification of attempted 
grasp, we generated a saliency map across all channels used to train our original model (Fig. 4a). As 
expected, channels covering cortical face region were generally not salient for grasp classification. The 
channel producing the most salient HG features was located in the upper-limb area of somatosensory 
cortex (channel 112, Supplementary Fig. 16), with a saliency value 55% and 88% higher than the next 
two most salient channels respectively (Supplementary Fig. 16a). Indeed, prior to the observed 
performance drop, this channel had a relatively amplified spectral response compared to other channels 
during attempted grasp. We then computed the corresponding offline classification accuracy of our 
original model architecture for comparison to a model architecture without channel 112 and an 
architecture using channels only over cortical hand-knob (see Methods: Channel contributions and 
offline classification comparisons); the mean accuracy from repeated 10-fold cross-validation (CV) was 
92.9% (Fig. 4b). 
 
To ensure that real-time classification accuracy was not entirely driven by channel 112, we evaluated a 
model trained on HG features from all other channels offline. As expected, this model relied strongly on 
channels covering the cortical hand-knob region (Fig. 4c), and notably was not as dependent on a single 
channel; the saliency of the most important channel was only 23% and 60% larger than the next two 
most salient channels, respectively (Supplementary Fig. 16b). The offline mean classification accuracy 
from repeated 10-fold CV was 91.7% (Fig. 4d), which was not significantly lower compared to the mean 
accuracy using all channels (P = 0.139, Wilcoxon Rank-Sum test with 3-way Bonferroni-Holm correction, 
Fig. 4g). 
 
As channels covering the cortical hand-knob region made relatively larger contributions to decoding 
results, we investigated the classification accuracy of a model trained on HG features from a subset of 
electrodes covering only this region (Fig. 4e). Saliency values followed a flatter distribution; the saliency 
of the most important channel was only 21% and 44% larger than the next two most salient channels 



respectively (Supplementary Fig. 16c). Though the offline mean classification accuracy from repeated 
10-fold CV remained high at 90.4% (Fig. 4f), it was statistically lower compared to the mean accuracy 
using all channels (P = 0.015, Wilcoxon Rank-Sum test with 3-way Bonferroni-Holm correction, Fig. 4g). 
This suggests that a model trained on HG features from only the cortical hand-knob could still produce 
effective click detection, but parameters used for data labeling, model training, and post-processing may 
need to be more thoroughly explored to optimize click performance. 
 

 
Figure 4 | Channel importance for grasp classification. Saliency maps for: the model used in online decoding, a model using HG 
features from all channels except from channel 112, and a model using HG features only from channels covering cortical hand-
knob are shown in (a), (c) and (e) respectively. Electrodes overlayed with larger circles represent greater importance for grasp 
classification. White and transparent circles represent electrodes which were not used for model training. Mean confusion 
matrices from repeated 10-fold CV using models trained on HG features from all channels, all channels except for channel 112, 
and channels covering only the cortical hand-knob are shown in (b), (d), and (f) respectively. (g) Box and whisker plot showing 
the offline classification accuracies from 10 cross-validated testing folds using models with the above-mentioned channel 
subsets. Specifically, for one model configuration, each dot represents the average accuracy of the same validation fold across 
20 repetitions of 10-fold CV (see Methods: Channel contributions). Offline classification accuracies from CV-models trained on 
all features from all channels were statistically higher than CV-models trained on features from channels only over cortical 
hand-knob (*P = 0.015, Wilcoxon Rank-Sum test with 3-way Bonferroni-Holm correction).  
 
Discussion 
In this study we show that a clinical trial participant with ALS was able to use a fixed decoder trained on 
a limited multichannel electrocorticographic (ECoG) dataset to generate stable real-time clicks over a 
period of three months. Specifically, the participant used his click detector to select the appropriate 
letters and words to form sentences using a switch-scanning spelling application. Our detector’s high 
sensitivity (97.8%), low false positive frequency (0.101 per min) and minimal latency between onset of 
attempted grasp and click (0.48 s) allowed him to quickly and reliably spell sentences over a several 
months without retraining the model.   
 
A significant barrier to the use of BCI systems by clinical populations outside of the laboratory is that 
users must often undergo an extensive period of training for optimizing fixed decoders1, or daily model 
retraining or updating3. For example, reliable switch-scan spelling was demonstrated for up to 36 



months using a fixed decoder but required several months of data collection to optimize parameters for 
inhibiting unintentional brain clicks1,17. However, our click detector’s long-term performance with a 
relatively small training dataset suggests a potentially reduced need for model optimization using ECoG 
signals with higher spatial density (for example, 12 electrodes with 4 mm pitch covering the cortical 
hand-knob region in this study compared to 4 electrodes with 10 mm pitch in the aforementioned one). 
Similarly, an endovascular electrode stent-array was recently used to train an attempted movement 
detector4. Though this is an extremely promising BCI technology for click decoding, the anatomical 
constraints on the number and proximity of electrodes in the stent-array to motor cortex may make it 
difficult to scale up from simple brain-clicks to more complex BCI commands3,36,37. The device we used in 
this study may have included more electrodes over upper-limb cortex than was necessary for click 
detection, but it allowed us to explore the upper bounds of click performance that might be expected 
for a device with these capabilities in a participant with ALS.  
 
Our model detected intended clicks with high sensitivity and low false positive rates. The high sensitivity 
was likely attributable to the high contrast between HG power during movement vs. rest, or baseline 
conditions, which had previously enabled real-time grasp detection3,38,39 but may have not been as 
robustly detected by the Activa PC+S device40 in previous work1. The voting window provided a simple 
yet effective heuristic strategy for inhibiting false detections; post-hoc analysis of real-time performance 
revealed that false detections particularly increased when less than three votes were required for 
producing a click (Supplementary Fig. 13). We initially chose a conservative voting threshold of 100% 
(7/7 votes), but later adjusted it to 57% (4/7 votes), as the participant reported that he preferred an 
increased sensitivity and reduced click latency despite a slight increase in false detections. This 
experience supports the utility of allowing users to fine-tune algorithmic parameters that can affect BCI 
performance and the user experience and that may vary significantly among users and among different 
applications that use a click-detector. 
 
Our results improve upon the previous work by Vansteensel et al. (2016) in which a participant with ALS 
was implanted with four contacts over hand motor cortex and achieved a spelling rate of 1.8 CPM and a 
latency of 1 s per click. These results may have been limited by lower sensitivity for high frequency 
activity, a single bipolar channel, and a 5 Hz transmission rate of power values (related to energy 
consumption of wireless signal transmission, see Vansteensel et al., 2016). In fact, our spelling rates 
were comparable to those from other clinical populations who have used switch scanning keyboards 
without a BCI, including people living with ALS41 or other causes of motor impairments42. It is worth 
noting that although the integration of eye-tracking with click decoding may enable even faster user 
interface navigation and spelling rates4,43, it may also cause eyestrain during long periods of use44 and 
worsen as residual eye movements deteriorate in late-stage ALS45–47.  
 
To explore whether more limited electrode coverage of sensorimotor cortex would be sufficient for 
comparable click performance, we conducted a channel-wise saliency analysis. Despite the substantially 
higher saliency of one channel in post-central gyrus adjacent to the cortical hand knob, many of our 
highly salient channels were located over the pre-central gyrus at the cortical hand knob11,48, and a 
virtual grid confined to this area had only a slight reduction in grasp classification accuracy (90.4%, vs. 
92.9% in the all-channel model). As suggested by our high offline accuracy, a click detector of 



comparable performance might be effective using this smaller cortical coverage while leaving open the 
possibility of training models for multiclass or cursor-based control. 
 
After nearly four months without re-training or updating our model, we observed a drop in BCI 
performance caused by a modest decrease in the modulation of upper-limb HG power in several 
electrodes over hand area of sensorimotor cortex. This decrease was especially pronounced in the most 
salient channel used to train the original detector, so it was not unexpected that BCI performance was 
affected. There were no accompanying new neurological symptoms or changes in cognitive testing, nor 
any evidence of adverse events or device malfunction. Variations in signal amplitude and spectral energy 
similar to those we observed in our participant have been reported in ECoG signals recorded for several 
years by the Neuropace (TM) RNS system49. However, the RNS system typically stores samples of ECoG 
from only 4 bipolar channels (8 contacts) in each patient, and is indicated for patients with epilepsy, not 
patients with ALS, for which there is scarce data on long-term ECoG. We are aware of only one such 
study17, but this study did not report signal characteristics on the granular timescale necessary for 
comparison to our results. Regardless of the cause, our click detector’s small amount of training data did 
not include the signal regime we observed during the performance drop. Nevertheless, we successfully 
tested another click detector, which was retrained with even less data using a similar workflow, and 
achieved equally robust performance in subsequent testing sessions, suggesting that long-term 
discernability of HG activity was not affected. In the future, it may be possible to achieve both high 
performance and longevity by updating our model periodically, for example once every few months, 
simulating a periodic in-lab or outpatient checkup. 
 
Our study adds to the expanding literature on ECoG as an effective recording modality for long-term BCI 
use. Importantly, due to the participant’s residual upper limb movement, we were able to assess click 
performance using his “ground-truth” movement attempts. However, more work is needed to 
determine how a rapidly trained fixed click detector can provide long-term efficacy for the population of 
individuals suffering from more severe movement impairments. Robust click-detection capability 
complements recent major advancements in real-time spelling2,50 and speech decoding51,52 and provides 
a more application-agnostic capability for navigating menus and applications. Optimal spelling 
performance, however, was likely not realized as the linguistic statistics of our Harvard sentence 
prompts were not sufficiently representative of the word sequences on which our language model was 
trained. Therefore, we expect that spelling rates could be substantially improved during free-form 
spelling and even more so with a language model tuned to the linguistic preferences of the participant. 
Further, there is likely a user-specific regularity of model updates that would optimize the balance 
between independent long-term BCI use and technician intervention, which is especially relevant during 
home-use. Finally, we expect that click detectors, in addition to their utility as a communication tool, 
may be critical for accessibility software beyond spelling interfaces or communication boards such as 
web-browsers, internet of things (IoT), and multimedia platforms, and thus merit further investigation. 
 
 
Data availability 
Source data for Figs. 2- 4 can be accessed in Supplementary Data 1 (accessible upon manuscript 
acceptance). Beginning immediately after publication, individual participant data (neural, and 



behavioral) and study protocol will be available from the corresponding author upon reasonable 
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Supplementary Notes 

Supplementary Note 1. Exploratory nature of the clinical trial. 
The clinical trial from which the results in this study are being reported is a single-center Phase 1 early 
feasibility trial to investigate the safety and preliminary efficacy of an investigational brain-computer 
interface (BCI) device. No more than 5 participants are planned to be enrolled and implanted. Due to the 
exploratory nature of the study, the primary outcomes are stated in general terms evaluating the safety 
and recording viability of the implanted device, as well as preliminary assessment of BCI functionality 
enabled by the device. The metrics and statistics for BCI functionality are not predefined due to the 
limited number of trial participants and the exploratory nature of the study with respect to strategies for 
achieving BCI functionality. Nevertheless, the results reported in each participant are to be evaluated to 
the highest statistical rigor in keeping with comparable studies, which also limited to individual 
participants1–6. 
 
Supplementary Note 2. Safety of the study device. 
To date, there have been no adverse events related to the study device or study participation, and the 
participant has consented to continue the study. At this time the device has been implanted for more 
than a year and continues to be used for research purposes. 
 
Supplementary Note 3. Recording viability of the study device. 
The implant recording viability was assessed by visual inspection of the channel raw voltage signals as 
well as by measuring electrode impedances. Visual inspection of the voltage signals occurred at the 
beginning of each session, while electrode impedances were measured once per week. 
 
Voltage signals were visually inspected for the presence of noise, signal amplitudes exceeding the digital 
bit-range of the recording hardware, signals with unusually low amplitude, or presence of movement 
artifact. Throughout the study, there were no fewer than 124 viable channels. Suboptimal signal quality 
was observed in four channels (chan19, chan38, chan48, and chan52, Fig. 1b) all of which were located 
on the electrode grid covering cortical speech areas. However only chan38 was consistently marked for 
suboptimal signal quality throughout the duration of the trial.  
 
It is important to note that the decision to exclude chan38 from model training was made only after the 
initial click detection algorithm was deployed for real-time use. Meanwhile chan19, chan48, and chan52 
were never marked for poor signal quality during data collection for initial model training but were 
marked as such later in the trial. The click detection algorithm trained without features from these 
channels (Supplementary Note 5) performed comparably to the model trained with these channel 
features included (see Results: Decoder retraining due to transient performance drop). Indeed, features 
from these four channels provided minimal contributions to classification (Supplementary Fig. 16) and 
by themselves produced a mean classification accuracy of 55.2% (chance 50%) using repeated 10-fold 
cross validation (see Methods: Channel contributions and offline classification comparisons). 
 
Electrode impedances were measured using the Impedance Tester tool on Central Suite (Blackrock 
Neurotech Corp.). Particularly, electrodes whose impedance values exceeded a 15 kΩ threshold by an 



order of magnitude were compared to channels with suboptimal signal quality and would be 
additionally excluded from analysis if they were not already marked by visual inspection. To date, 
chan38 has presented with an impedance consistently roughly two orders of magnitude higher than the 
15 kΩ threshold. On one session chan121 also presented with a similarly high impedance.  
 
Supplementary Note 4. BCI functionality of the study device. 
The goal of this aspect of the study is to demonstrate control of external devices through speech and/or 
motor strategies, as well as a performance assessment of each strategy. Because of the exploratory 
nature of the study and the limited number of participants, specific strategies, tasks, performance 
metrics, and longitudinal assessments were not predefined. Rather, we anticipated that these methods 
would evolve during the trial and would be customized to each participant. Likewise, we did not 
formalize a statistical analysis plan in the protocol. In keeping with this protocol, the present work 
demonstrates a proof-of-concept spelling system controlled by attempted grasping movements and an 
ECoG-based BCI in a single participant. Our approach to reporting these results is similar to that of 
numerous published single-subject studies of implantable BCI functionality1–6. 
 
Supplementary Note 5. Retraining a new brain-click detection algorithm after 
performance drop. 
We collected three blocks of training data using the “Go” task as described in Methods: Training task. 
Each block consisted of 60 trials during which the participant attempted to make a grasping motion, and 
each trial was followed by an interstimulus interval (ISI) during which the participant remained still and 
fixated his gaze on a crosshair in the center of the monitor. The ISI length was randomly chosen between 
3.5-4.5 s. Each block started with a 30 s rest period during which the participant was instructed to 
remain still with his gaze fixated on a “Rest” stimulus. In total, 180 trials were collected for a total of 
almost 15 min of data. All three blocks were collected on the same day. Neural signals were recorded by 
the Neuroport system with a sampling rate of 2 kHz. We excluded four channels (chan19, chan38, 
chan48, chan52) due to poor raw voltage signal quality determined by visual inspection. High gamma 
(HG) features were computed and re-aligned for inter-trial variability as described in Methods: Feature 
extraction and label assignment. We assigned grasp labels to ECoG feature vectors falling between 0.4 s 
and 1.2 s post-cue for each trial and rest labels to all other feature vectors. We used the model 
architecture and techniques described in Methods: Model design and training to train our model. During 
spelling sessions, video of the participant’s right hand was collected at 60 frames per second (FPS) 
during all sessions with the retrained algorithm. 
 
 
 
 
 
 
 
 



Supplementary Note 6. Selecting the optimal voting threshold. 
We defined the optimal voting threshold as the one that produced the highest F1-score:  
ଵܨ  =  2்ܰ2்ܰ + ிܰ + ிܰே 

 
where ்ܰ and ிܰ are the number of true and false positive clicks respectively, and ிܰே is the number 
of missed clicks. ிܰே can be rewritten as ܰ௧௧௧ௗ ௦௦ − ்ܰ, and so our F1-score can be rewritten 
as:  ܨଵ =  2்்ܰܰ + ிܰ + ܰ௧௧௧ௗ ௦௦ 

 
The F1-scores for all voting thresholds are calculated using the total numbers of attempted grasps, true 
and false positives across all six sessions with the retrained brain-click detector: 

Voting threshold 2/7 3/7 4/7 5/7 6/7 7/7 
Nattempted grasps 597 582 476 421 423 461 

NTP 563 519 435 382 399 382 
NFP 57 23 20 13 14 0 

F1-score 0.925 0.923 0.934 0.936 0.955 0.906 

 
The 6-vote threshold produced the highest F1-score of 0.955. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Supplementary Figures 
 

 
Supplementary Fig. 1 | Training paradigm. As the participant was seated in a chair with his forearms on the armrests, he was 
instructed to attempt a brisk grasp with his right hand immediately after the visual stimulus “Go” appeared on the monitor. One 
trial consisted of one 100 ms “Go” stimulus followed by an interstimulus interval (ISI) during which a centered white crosshair 
remained in the center of the monitor. The length of each ISI was randomly chosen between a lower and upper bound (3.5 - 4.5 
s or 3 - 6 s, see Supplementary Table 1) to reduce anticipatory behavior.  

 
 
 



 
Supplementary Fig. 2 | Cue-aligned spectrograms of upper-limb electrodes. Across trials from all training blocks for the original 
click detector, the cue-aligned trial-averaged spectrogram for all electrodes in the upper-limb grid is shown (-1 to 2.5 s post-cue). 
The vertical black lines for each electrode represent cue onset. Spectral power at each frequency is standardized to the statistics 
of the 1 min calibration period. The slightly increased broadband activity observed in some channels’ pre-cue interval is likely due 
to the relatively heightened baseline activity during the training paradigm. The HG increase is followed by a low frequency 
rebound, which across many channels (especially in the center of the grid) reaches 100 Hz. The approximate central sulcus 
location is delineated by a thick black line (CS) and widens at the top such that electrodes B111, B119, and B127 are over it. The 
pre-central sulcus is delineated by a thick green line (Pre-CS).  

 



 
Supplementary Fig. 3 | Alignment of power trial rasters. Across all training blocks for the original click detector, the cue-aligned 
HG power (110-170 Hz) for each trial is shown for all electrodes in the upper-limb grid (Cue-aligned). To account for inter-trial 
variability (especially for reaction delay in attempted movements), HG power between -1 s and 2.5 s post-cue from channels 86, 
88, 94, 101, 102, 108, 109, 110, 112 were used to compute a per-trial shift, which was then used to re-align the HG power across 
all electrodes (Re-aligned). The approximate central sulcus location is delineated by a thick black line (CS) and widens at the top 
such that electrodes 111, 119, and 127 are over it. The pre-central sulcus is delineated by a thick green line (Pre-CS).  
 



 

 
Supplementary Fig. 4 | Correlation increase of HG power in re-aligned signals. The change in correlation between the re-aligned 
and cue-aligned HG power trials for each electrode. Electrodes in the upper-limb grid (a) generally increased their inter-trial HG 
power correlation, whereas those in the speech grid (b) generally stayed the same. The central sulcus (CS) is delineated by a thick 
black line and widens at the top such that electrodes 111, 119, and 127 are over it. The pre-central sulcus (Pre-CS) is delineated 
by a thick green line.  



 
Supplementary Fig. 5 | Correlation analysis of channel 112 using re-aligned trials. Channel 112 is presented as an example of 
increased inter-trial correlation of HG power after re-alignment. (a) Cue-aligned HG power across all trials. (b) Pair-wise 
correlation between all trials for channel 112. The mean correlation is computed by taking the mean of all inter-trial correlation 
values and is computed similarly in (d) and (e). (c) Re-aligned HG power across all trials. (d) Increased pair-wise correlation 
between all trials. (e) Difference between Re-aligned and Cue-aligned HG power across all trials. (f) Mean pair-wise correlation 
change for each trial. For one trial, the mean pair-wise correlation change is computed by taking the mean of correlations 
between the HG power for that trial with those from all other trials. 
 



 
Supplementary Fig. 6 | Labelling trial-averaged re-aligned HG power. Trial-averaged re-aligned HG power is shown for each of 
the channels that were used to compute the per-trial shift. Each 100 ms feature vector between 0.3 s and 1.1 s post-cue was 
labelled grasp while all other time points were labelled rest. The outlined grasp label at 0.9 s (dark green outline) displays an 
average representation of 1 s time history from the subset of channels used to train the original click detector.  
 

 
 
 
 
 



 
Supplementary Fig. 7 | Classification model architecture. We used a recurrent neural network that utilizes long short-term 
memory (LSTM) cells in a many-to-one configuration to predict output probabilities. The architecture of the network is 
comprised of 3 layers: 1 LSTM layer with 25 units followed by 2 fully-connected layers with 10 and 2 units, respectively, that 
incorporate eLU and softmax activation functions for non-linear transformations. We trained this network on high-gamma 
power sequences with a fixed length of 1 s and a framesize of 100 ms using backpropagation through time (BPTT). Here, we 
relied on the Adam optimizer with an initial learning rate of 10e-4. In total, the network was trained for 75 epochs and a batch 
size of 45. 
 

 



 
Supplementary Fig. 8 | User interface of communication board. The participant was instructed to select an experimenter-cued 
graphical button from a 4x8 grid by timing his brain-clicks to the appropriate highlighted row or column during the switch-
scanning cycle. Switch-scanning started by sequentially highlighting each row in green (not shown) for 1 s until the participant 
brain-clicked on the row containing the cued button. Once a row was selected, all eight buttons in that row became outlined in 
gold and then each column was sequentially highlighted for 1 s in red. Once the participant selected a button by brain-clicking, 
the button became green for 1 s before the switch-scanning process was reset at row 1 and the participant received another cue. 
 
 
 
 
 
 



 
Supplementary Fig. 9 | User interface of spelling application. The participant was instructed to spell the sentence prompt (gray 
text) by timing his brain-clicks to the appropriate highlighted row or column during the switch-scanning cycle. The switch scanning 
process started by sequentially highlighting the three red pre-selection markers on either side of the sentence, where each 
highlight lasted 1 sec. This was to allow our participant a brief preparation period in case he wanted to select row 1. Rows 1-8 
were then scanned sequentially until the participant brain-clicked on the row containing the appropriate letter or word. Rows 1 
and 2 displayed our language model’s most likely words and letters based on what the participant had already spelled. Row 3 
allowed the participant to add a space, delete a letter or space, or delete an autocompleted word or letter (SPACE, DEL, and A-
DEL keys respectively). Rows 4-8 contained all alphabetical letters (and some grammatical symbols) in case the desired letter was 
not suggested in Row 2. Once a row was selected, the gray pre-selection column on the left was highlighted in yellow for 1 sec to 
allow the participant a brief preparation period in case he wanted to select column 1. Buttons in the selected row were then 
sequentially highlighted in yellow for 1 s. At the end of each sequence of column highlights, the BACK key was highlighted to allow 
the participant to exit the row if it was selected accidentally. Brain-clicking on any button (highlighting it green for 1 s) within any 
row would reset the switch-scanning process at Row 1. The participant finalized the sentence by selecting the ENTER button in 
Row 8. The SHIFT (for letter capitalization) and CL buttons (for erasing the spelled words) were functional but not used during the 
testing sessions. If the participant had not selected any of the eight rows, the switch-scanning process was reset to Row 1. 
 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 



 
Supplementary Fig. 10 | Timelines of brain-click use after training. Timeline of training and testing sessions relative to the 
surgical implantation (grey) where the implantation date is denoted as Day 0. Timeline of brain-click usage with the 
communication board and spelling interface (blue) relative to the last session of data collection for training the original click 
detector. Timeline of brain-click usage with the spelling interface (teal) relative to the only session of data collection for 
retraining a new classification model. The last day of data collection relative to the original and retrained models is denoted by 
Day 0. Note asterisks (Sessions 18-23 in which the original click detector was used) represent sessions in which brain-click 
detection performance was suboptimal.  

 



  

 
Supplementary Fig. 11 | Performance decline roughly 4 months post-training. For each day a 4-vote threshold was used. (a) 
Sensitivity of grasp detection for each session. (b) True-positive and false-positive frequencies (TPF and FPF) measured as 
detections per minute. (c) Average latencies with standard deviation error bars of grasp onset to detection and to click. (d) Correct 
characters/words per minute (CCPM/CCWP).  
 



 
Supplementary Fig. 12 | Deviation in movement-aligned high-gamma power. (a) Peak median HG power across all sessions. For 
each channel, a dot represents the peak HG power of the median HG power trace of the first 30 movement-aligned HG power 
traces from one spelling session. The dashed vertical line splits the peak HG power values prior to training a new click detector 
(left of dashed line) and after training a new click detector (right of dashed line). The largest drop in peak median HG power was 
from channel 112 (outlined in black), the most salient channel for decoding. The green, pink, and blue dots are peak median HG 
power values from the last day prior to performance drop, first day of decreased performance, and last day with newly trained 
click detector respectively. The central sulcus is delineated by a thick black line (CS) and widens at the top such that electrodes 
111, 119, and 127 are over it. The pre-central sulcus is delineated by a thick green line (Pre-CS). (b) Average spectrogram of the 
first 30 movement-aligned trials from the last spelling session prior to performance drop. HG spectral power between 110-170 
Hz is highlighted. (c) Average spectrogram of the first 30 movement-aligned trials from the first spelling session during 
performance drop. (d) Average spectrogram of the first 30 movement-aligned trials from the last spelling session after training a 
new click detector. 
 
 
 
 
 
 
 



 
Supplementary Fig. 13 | Long-term use of a fixed retrained brain-click detector. (a) Training data was collected on one session 
where the three sub-bars each represent a separate block of training data collection. (b) The retrained fixed decoder was used 
by the participant with the complete range of voting thresholds on almost all days after retraining. For each day, each sub-bar 
represents a separate spelling block of 3 sentences. The horizontal axis spanning both (a) and (b) represents the number of days 
after the last day of training data collection (day 0). 
 
 
 



 
Supplementary Fig. 14 | Performance evaluation across all voting thresholds. Voting thresholds ranging from 3/7 to 7/7 votes 
were evaluated on 6 sessions whereas the 2-vote threshold was evaluated only on 4 sessions. Sensitivity of grasp detection (a) 
true positive frequency (b) false positive frequency (c), and CCPM (d) observed with each voting threshold. Note that all above 
evaluations were performed using the retrained click detector. 



 
Supplementary Fig. 15 | Switch-scanning spelling performance with a retrained click detector. All performance metrics are 
shown using the 6-vote threshold. (a) Sensitivity of grasp detection for each session. (b) True-positive and false-positive rates 
(TPF and FPF respectively) measured as detections per minute. (c) Average latencies with standard deviation error bars of grasp 
onset to algorithm detection and to on-screen click. (d) Correct characters/words per minute (CCPM/CWPM).  
 



 
Supplementary Fig. 16 | Normalized saliency values. Normalized saliency values of each channel in descending order from a 
model trained on (a) all channels, (b) all channels excluding chan112, and (c) a 4x3 subset covering cortical hand-knob.  
 
 
 
 
 
 
 
 
 
 
 
 



Supplementary Tables 
 

 
Supplementary Table 1 | Experimental parameters for training data collection. For each block during sessions 1 and 2 the 
participant performed one set of 50 trials whose ISIs were jittered between 3.5-4.5 s. For each block during sessions 3 and 4, we 
introduced a 90 s rest period after each of three sets of trials during which the participant was asked to remain still and fixate his 
eyes on a Rest stimulus. On session 4, we reduced the number of trials/set from 50 to 30 due to the participant’s difficulty in 
focusing throughout the duration of the task. The ISI for sessions 3 and 4 was jittered between 3 - 6 s to further reduce anticipatory 
behavior. The above sessions were used to train the original click detector.  
 
 
 

Supplementary Video Descriptions 
 
Supplementary Video 1 | Switch-scan control of a communication board. 
Using a switch-scanning paradigm, the participant navigates to one of 32 symbols on the communication 
board. The participant must time his attempted grasps such that the click occurs when the desired row or 
column is highlighted in red. The scan rate across rows and columns is 1 switch/1.5 s. Once a row or 
column is selected, it turns yellow or green respectively. 
 
Supplementary Video 2 | Switch-scan spelling. 
Using a switch-scanning paradigm, the participant navigates to the appropriate letter on the static 
keyboard or suggested letter or word to complete the prompted sentence (gray). The participant must 
time his attempted grasps such that the click occurs when the desired row or column is highlighted. The 
scan rate across rows and columns is 1 switch/1 s. After the sentence is complete, the participant clicks 
ENTER at the bottom of the screen. 
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Abstract 18 
Background 19 
Brain-computer interfaces (BCIs) can restore communication in movement- and/or speech-impaired 20 
individuals by enabling neural control of computer typing applications. Single command “click” decoders 21 
provide a basic yet highly functional capability.  22 
 23 
Methods 24 
We sought to test the performance and long-term stability of click-decoding using a chronically 25 
implanted high density electrocorticographic (ECoG) BCI with coverage of the sensorimotor cortex in a 26 
human clinical trial participant (ClinicalTrials.gov, NCT03567213) with amyotrophic lateral sclerosis 27 
(ALS). We trained the participant’s click decoder using a small amount of training data (<44 minutes 28 
across four days) collected up to 21 days prior to BCI use, and then tested it over a period of 90 days 29 
without any retraining or updating.  30 
 31 
Results 32 
Using this click decoder to navigate a switch-scanning spelling interface, the study participant was able 33 
to maintain a median spelling rate of 10.2 characters per min. Though a transient reduction in signal 34 
power modulation interrupted testing with this fixed model, a new click decoder achieved comparable 35 
performance despite being trained with even less data (<15 min, within one day).  36 
 37 
Conclusion 38 
These results demonstrate that a click decoder can be trained with a small ECoG dataset while retaining 39 
robust performance for extended periods, providing functional text-based communication to BCI users. 40 
 41 
Plain Language Summary 42 
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 43 
People living with amyotrophic lateral sclerosis (ALS) struggle to communicate with family and 44 
caregivers due to progressive muscle weakness. This study investigated whether the brain signals of a 45 
participant with ALS could be used to control a spelling application. Specifically, when the participant 46 
attempted to make a fist, a computer algorithm detected increased neural activity from electrodes 47 
implanted on the surface of his brain, and thereby generated a mouse-click. The participant used these 48 
self-generated clicks to select letters or words from a spelling application to type sentences. Our 49 
algorithm was trained using less than one hour’s worth of recorded brain signals and then performed 50 
reliably for a period of three months. This approach can potentially be used to restore communication 51 
to other severely paralyzed individuals over an extended period of time and after only a short training 52 
period.  53 
 54 
Introduction 55 
Brain-computer interfaces (BCIs) can allow individuals with a variety of motor impairments to control 56 
assistive devices using their neural signals1–11. In particular, implantable BCIs have the potential to 57 
provide higher performance compared to non-invasive BCIs and may provide round-the-clock 58 
availability. These capabilities are derived either from single neuron activity recorded by microelectrode 59 
arrays (MEAs), or from neural population activity recorded by macroelectrodes (typically consisting of 60 
electrocorticographic (ECoG) arrays on the cortical surface)12. Although sophisticated capabilities and 61 
high performance of MEA BCIs have been reported, their use outside of research environments has 62 
been limited due to varying degrees of long-term signal attrition13,14 and day-to-day instability in 63 
decoding models trained on single neuron activity, often requiring frequent recalibration15. On the other 64 
hand, extensive safety and efficacy data from the use of chronic ECoG recordings for epilepsy 65 
management16 suggests that ECoG implants have the potential to deliver greater long-term signal 66 
stability. However, the utility of ECoG for chronically implanted BCIs has only been tested in a few 67 
participants.  68 
 69 
In the first clinical trial of a chronic ECoG BCI1, a participant with quadriplegia and anarthria due to 70 
amyotrophic lateral sclerosis (ALS) attempted hand movements to generate “brain clicks”, in turn 71 
controlling a switch-scanning spelling application. These brain clicks were detected as spectral changes 72 
in ECoG signals recorded from a single pair of electrodes on the surface of hand area of contralateral 73 
motor cortex. Though the participant used these brain clicks to communicate in her daily life for more 74 
than 3 years17, several months of data collection were necessary for parameter optimization. In a 75 
separate clinical trial4,18, participants with severe upper limb paralysis due to ALS or primary lateral 76 
sclerosis were implanted with an endovascular stent-electrode array and required 1-12 sessions of 77 
training with their brain click BCI before long-term use4. However, due to the location of electrodes in 78 
the superior sagittal sinus, the participants triggered brain clicks with attempted foot movements, which 79 
may not be intuitive for computer control. Moreover, device limitations in both clinical trials may have 80 
constrained brain click speed and overall performance of the BCIs. Vansteensel et al. reported 87-91% 81 
click accuracy (comprised of correctly detected and withheld clicks) with a 1 s latency1 while Mitchell et 82 
al. reported ~82% accuracy with a 0.9 s latency or a 97% accuracy with a 2.5 s latency4.  83 
 84 
In this study, we tested whether improved click performance could be achieved using high density ECoG 85 
recordings from sensorimotor cortex. We implanted two 8 x 8 ECoG grids (4 mm pitch, PMT Corp., 86 
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Chanhassen, MN) over left hand and face cortical regions in a clinical trial participant with ALS 87 
(ClinicalTrials.gov, NCT03567213). The participant generated clicks using the implanted BCI to spell 88 
sentences at a significantly improved spelling rate compared to prior brain click work using a switch-89 
scanning paradigm1. Moreover, the participant achieved high click-detection accuracies with low false-90 
positive rates and low latencies from attempted movement onset to click. We found that a fixed ECoG-91 
based click decoder trained on a limited dataset maintained high performance over a period of several 92 
months without requiring re-training or daily model adaptation. Finally, offline analysis suggested that 93 
similar performance is achievable with a smaller number of ECoG electrodes over only the cortical hand-94 
knob region. 95 
 96 
Methods 97 
Clinical trial 98 
This study was performed as part of the CortiCom clinical trial (ClinicalTrials.gov Identifier: 99 
NCT03567213), a phase I early feasibility study of the safety and preliminary efficacy of an implantable 100 
ECoG BCI. Due to the exploratory nature of this study and the limited number of participants, the 101 
primary outcomes of the trial were stated in general terms (Supplementary Note 1) and were designed 102 
to gather preliminary data on: 1) the safety of the implanted device, 2) the recording viability of the 103 
implanted device, and 3) BCI functionality enabled by the implanted device using a variety of strategies. 104 
No methods or statistical analysis plans were predefined for assessing these outcomes given their 105 
exploratory nature and the limited number of participants. Results related to the first two primary 106 
outcome variables, though necessarily provisional as they are drawn from only one participant, are 107 
reported in Supplementary Notes 2 and 3 respectively. Results related to BCI functionality, also 108 
necessarily provisional and exploratory (Supplementary Note 4), are addressed within the subsequent 109 
methodology and results, which nevertheless employed rigorous analyses and statistics.  110 
The study protocol can be found as an additional supplemental file. The study protocol was reviewed 111 
and approved by Johns Hopkins University Institutional Review Board and by the US Food and Drug 112 
Administration (FDA) under an investigational device exemption (IDE). 113 
 114 
Participant 115 
All results reported here were based on data from the first and only participant to date in the CortiCom 116 
trial. The participant gave written consent after being informed of the nature of the research and 117 
implant related risks. To date this participant has had no serious or device-related adverse events, and 118 
thus the primary outcome of the CortiCom trial has been successful. The secondary outcomes of the 119 
CortiCom trial are reported, in part, here; specifically, our success rate and latency are reported in terms 120 
of click detection accuracy and time from attempted movement onset to click.   121 
 122 
The participant was a right-handed man who was 61 years old at the time of implant in July 2022 and 123 
diagnosed with ALS roughly 8 years prior. Due to bulbar dysfunction, the participant had severe 124 
dysphagia and progressive dysarthria. This was accompanied by progressive dyspnea. The participant 125 
could still produce overt speech, but slowly and with limited intelligibility. He had experienced 126 
progressive weakness in his upper limbs such that he is incapable of performing activities of daily living 127 
without assistance; his lower limbs are less affected. 128 
 129 
Neural implant 130 
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The CortiCom study device was composed of two 8x8 subdural ECoG grids manufactured by PMT 131 
Corporation (Chanhassen, MN), which were connected to a percutaneous 128-channel Neuroport 132 
pedestal manufactured by Blackrock Neurotech Corporation (Salt Lake City, UT). Final assembly and 133 
sterilization of the study device was performed by Blackrock Neurotech. Both subdural grids consisted of 134 
soft silastic sheets embedded with platinum-iridium disc electrodes (0.76 mm thickness, 2-mm diameter 135 
exposed surface) with 4 mm center-to-center spacing and a total surface area of 12.11 cm2 (36.6 mm x 136 
33.1 mm). The device included two reference wires, which were exposed to match the recording surface 137 
area of the ECoG electrodes. During all recordings with the study device, the Neuroport pedestal was 138 
coupled to a small (24.9 mm x 17.7 mm x 17.9 mm) external device (Neuroplex-E; Blackrock 139 
NeurotechCorp.) for signal amplification, digitization, and digital transmission via a mini-HDMI cable to 140 
the Neuroport Biopotential System (Blackrock Neurotech Corp.) (Fig. 1a).  141 
 142 
The two electrode grids of the study device were surgically implanted subdurally, over sensorimotor 143 
cortex representations for speech and upper extremity movements in the left hemisphere. Implantation 144 
was performed via craniotomy under monitored anesthesia care with local anesthesia and sedation 145 
tailored to intraoperative task participation. There were no surgical complications or surgically related 146 
adverse events. The locations of targeted cortical representations were estimated prior to implantation 147 
using anatomical landmarks from a pre-operative structural MRI, functional MRI, and somatosensory 148 
evoked potentials. The locations of the subdural grids with respect to surface gyral anatomy were 149 
confirmed after implantation by co-registering a post-operative high-resolution CT with a pre-operative 150 
high-resolution MRI using Freesurfer19 (Fig. 1b). 151 
 152 
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 153 
Figure 1 | Real-time decoding pipeline. (a) The participant was seated upright with his forearms on the armrests of a chair 154 
facing a computer monitor where the switch-scanning speller application was displayed. (b) Position of both 64-electrode grids 155 
overlayed on the left cortical surface of the participant’s brain. The dorsal and ventral grids primarily covered cortical upper 156 
limb and face regions respectively. The electrodes are numbered in increasing order from left to right and from bottom to top. 157 
Magenta: pre-central gyrus; Orange: post-central gyrus. (c) ECoG voltage signals were streamed in 100 ms packets to update a 158 
256 ms running buffer for real-time spectral pre-processing. A sample of signals from 20 channels is shown. (d) A Fast Fourier 159 
Transform filter was used to compute the spectral power of the 256 ms buffer, from which the HG log-power (110-170 Hz) was 160 
placed into a 1 s running buffer (10 feature vectors). (e) The running buffer was then used as time history for the recurrent 161 
neural network (RNN). (f) An RNN-FC (RNN-fully connected) network then predicted rest or grasp every 100 ms depending on 162 
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the higher output probability. (g) Each classification result was stored as a vote in a 7-vote running buffer such that the number 163 
of grasp votes had to surpass a predetermined voting threshold (4-vote threshold shown) to initiate a click. A lock-out period of 164 
1 s immediately followed every detected click to prohibit multiple clicks from occurring during the same attempted movement. 165 
(h) Once a click was detected, the switch scanning speller selected the highlighted row or element within that row. Two clicks 166 
were necessary to type a letter or autocomplete a word. 167 
 168 
Testing and calibration  169 
At the beginning of each session, a 60 second calibration period was recorded, during which the 170 
participant was instructed to sit still and quiet with his eyes open and visually fixated on a computer 171 
monitor. For each channel, we then computed the mean and standard deviation of the spectral-172 
temporal log-powers for each frequency bin. These estimates of resting baseline cortical activity were 173 
subsequently used for normalization of power estimates during model training and BCI operation. 174 
 175 
Training task 176 
Training data was collected across four sessions (six training blocks in total) spanning 15 days (Fig. 2a). 177 
For each block, the participant was instructed to attempt a brief grasp with his right hand (i.e., 178 
contralateral to the implanted arrays) in response to visual cues (Supplementary Fig. 1). Due to the 179 
participant’s severe upper extremity impairments, his attempted movements primarily involved flexion 180 
of the middle and ring fingers. After each attempt, the participant released his grasp and passively 181 
allowed his hand to return to its resting position hanging from the wrist at the end of his chair’s armrest.  182 
 183 
Each trial of the training task consisted of a single 100 ms “Go” stimulus prompting the participant to 184 
attempt a grasp, followed by an interstimulus interval (ISI), during which the participant remained still 185 
and fixated his gaze on a crosshair in the center of the monitor. Previous experiments using longer cues 186 
had resulted in more variable response latencies and durations. The length of each ISI was randomly 187 
chosen to vary uniformly between a lower and upper bound to reduce anticipatory behavior. The 188 
experimental parameters across all training sessions are shown in Supplementary Table 1. In total, 189 
almost 44 min of data (260 trials) was collected for model training. 190 
 191 
Data collection 192 
Neural signals were recorded by the Neuroport system at a sampling rate of 1 kHz. BCI2000 was used to 193 
present stimuli during training blocks and to store the data for offline analysis20. Video of the 194 
participant’s right hand (i.e., which was overtly attempting grasp movements) and the monitor 195 
displaying the spelling application was recorded at 30 frames per second (FPS) during all spelling 196 
sessions except the last two (at 60 FPS). A 150 ms synchronization audio cue was played at the beginning 197 
of each spelling block (see Real-Time Switch-Scanning) so that the audio recorded by the Neuroport 198 
biopotential system’s analog input could be used offline to synchronize the video frames with the neural 199 
data. A pose estimation algorithm21 was applied offline to the hand video to infer the horizontal and 200 
vertical positions of 21 hand and finger landmarks within each video frame. The horizontal coordinates 201 
of the metacarpal-phalangeal (MCP) joint landmarks for the first and fifth digits were used to normalize 202 
horizontal positions of all landmarks, while the MCP and fingertip coordinates of the same digits were 203 
used to normalize vertical positions. 204 
 205 
Feature extraction and label assignment 206 
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For each of the 128 recording channels, we used a Fast Fourier Transform (FFT) filter to compute the 207 
spectral power of 256 ms windows shifted by 100 ms increments. The spectral power in each frequency 208 
bin was log-transformed and normalized to the corresponding calibration statistics. We summed the 209 
spectral power in the frequency band between 110 and 170 Hz to compute our high-gamma (HG) 210 
power. We chose this lower bound of the frequency band because post-movement low frequency 211 
activity sometimes extended to 100 Hz in several channels (Supplementary Fig. 2). This resulted in a 128-212 
channel feature vector that was used in subsequent model training. 213 
 214 
After computing each channel’s trial-aligned HG power (-1 s to 2.5 s post-cue), we accounted for the 215 
inter-trial variability due to reaction delay by re-aligning each trial’s HG power using a subset of highly 216 
activated channels22. This resulted in generally increased HG power correlations between trials 217 
(Supplementary Figs. 3-5). We visually determined the onset and offset of the re-aligned trial-averaged 218 
HG power from the channels used for re-alignment (Supplementary Fig. 6). The average neural activity 219 
onset and offset were manually estimated from the aligned neural data to be roughly 0.2 s and 1.2 s 220 
post-cue, respectively, with neural activity more clearly differentiating from rest activity starting at 0.3 s 221 
post-cue and ending at 1.1 s post-cue. We consequently assigned grasp labels to ECoG feature vectors 222 
falling between 0.3 s and 1.1 s post-cue for each trial, and rest labels to all other feature vectors. Since 223 
this overall strategy relies only on the visual inspection of neural signals, we believe it to be compatible 224 
with reduced availability of ground truth signals, like movement, as might be the case in locked-in 225 
participants.  226 
 227 
Model architecture and training 228 
We designed a recurrent neural network in a many-to-one configuration to learn changes in HG power 229 
over sequences of 1 s (Supplementary Fig. 7). Each 128-channel HG power vector was input into a long 230 
short-term memory (LSTM) layer with 25 hidden units for modelling sequential dependencies. From 231 
here, 2 consecutive fully-connected (FC) layers with 10 and 2 hidden units, respectively, determined 232 
probabilities of the rest or grasp class. The former utilized an eLU activation function while the latter 233 
employed softmax to output normalized probability values. In total, the architecture consisted of 17,932 234 
trainable parameters, and was trained on a balanced dataset of rest and attempted grasping sequences 235 
by randomly downsampling from the overrepresented rest class. 236 
 237 
We determined the model’s hyperparameters by evaluating our model’s offline accuracy using 10-fold 238 
cross-validation with data collected for training (see Cross-validation). For each cross-validated model, 239 
we limited training to 75 epochs during which classification accuracy of the validation fold plateaued. 240 
We used categorical cross-entropy for computing the error between true and predicted labels of each 241 
45-sample batch and updated the weights using adaptive moment optimization (Adam optimizer)23. To 242 
prevent overfitting on the training data, we used a 30% dropout of weights in the LSTM and FC layers. 243 
All weights were initialized according to a He Normal distribution.24 The model was implemented in 244 
Python 3.8 using Keras with a TensorFlow backend (v2.8.0).  245 
 246 
Real-time pipeline 247 
Pipeline structure 248 
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We used ezmsg, a Python-based messaging architecture (https://github.com/iscoe/ezmsg)25, to create a 249 
directed acyclic graph of processing units, in which all pre-processing, classification, and post-processing 250 
steps were partitioned. 251 
 252 
Real-time pre-processing 253 
Neural data was streamed in intervals of 100 ms via a ZeroMQ connection from BCI200020 to our real-254 
time pipeline, which was hosted on a separate machine dedicated to real-time inference. Incoming data 255 
updated a running 256 ms buffer, from which a 128-channel feature vector of HG power was then 256 
computed as described above (Figs. 1c and 1d). This feature vector was stored in a running buffer of 10 257 
feature vectors (Fig. 1e), which represented 1 s of feature history for our LSTM input (Fig. 1f).  258 
 259 
Classification and post-processing 260 
A rest or grasp classification was generated every 100 ms by the FC layer, after which it entered a 261 
running buffer of classifications, which in turn was updated with each new classification. This buffer was 262 
our voting window, which contained a pre-determined number of classifications (10 and 7 for the 263 
medical communication board and the spelling interface respectively), and in which a given number of 264 
those classifications (voting threshold) were required to be grasp in order to initiate a click (Fig. 1g). This 265 
voting window and threshold were applied to prevent sporadic grasp classifications from being 266 
interpreted as an intention to execute a click. A click triggered selection of the participant’s desired row 267 
or column in the switch-scanning application (Fig. 1h). 268 
 269 
Switch-scanning applications 270 
A switch-scanning application is an augmentation and alternative communication (AAC) technology that 271 
allows users with severe motor or cognitive impairments to navigate to and select icons or letters by 272 
timing their clicks to the desired row or column during periods in which rows or columns are 273 
sequentially highlighted26–32. The participant generated a click by attempting a brief grasping movement 274 
as described in Training task. 275 
 276 
Medical communication board 277 
As a preliminary assessment of our model’s sensitivity and false positive detections, we first cued our 278 
participant to navigate to and select keys with graphical symbols from a medical communication board 279 
(Supplementary Fig. 8). Graphical symbols were obtained from https://communicationboard.io/. We 280 
used a 10-vote voting window with a 10-vote threshold (all 10 classifications within the running voting 281 
window needed to be grasp to initiate a click) and set our row and column scan rates to 1.5 per s. 282 
Finally, we enforced a lock-out period of 1 s, during which no other clicks could be produced, after 283 
clicking on a row or a button within a row (Fig. 1g). This prevented multiple clicks being produced from 284 
the same attempted grasp.  285 
 286 
Spelling application 287 
We then developed a switch-scanning spelling application, in which the participant was prompted to 288 
spell sentences (Supplementary Fig. 9). The buttons within the spelling interface were arranged in a grid 289 
design that included a center keyboard as well as autocomplete options for both letters and words. 290 
Letter and word autocompletion options were both generated by a distilBERT language model33 hosted 291 
on a separate server, providing inference through an API. The distilBERT model was chosen over larger 292 
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language models for its faster inference speed. We added three pre-selection rows at the beginning of 293 
each switch scanning cycle as well as one pre-selection column at the beginning of column scanning 294 
cycle. These allowed the participant a brief preparation time if he desired to select the first row, or first 295 
column within a selected row. We decided to use a 7-vote voting window with a 7-vote threshold, which 296 
decreased latency from attempted grasp onset to click (see Click latencies) compared to when using the 297 
medical communication board. However, after several sessions of spelling and feedback from the 298 
participant, we reduced the voting threshold requirement to a 4-vote threshold (any 4/7 classifications 299 
within the running voting window needed to be grasp to initiate a click). We again enforced a lock-out 300 
period of 1 s. 301 
 302 
Real-time switch-scanning 303 
Using the communication board, the participant was instructed to navigate to and select one of the keys 304 
verbally cued by the experimenter. If the participant selected the incorrect row, the cued key was 305 
changed to be in that row. Once a key was selected, the switch-scanning cycle would start anew 306 
(Supplementary Video 1, Supplementary Fig. 8).  307 
 308 
To test real-time spelling performance using our click detector, the participant was required to type out 309 
sentences by using the switch-scanning spelling application. The sentences were sampled from the 310 
Harvard sentence corpus34 and were presented at the top of the speller in faded gray text. If the 311 
participant accidentally clicked a wrong key, resulting in an incorrect letter or autocompleted word, the 312 
corresponding output text would be highlighted in red. The participant was then required to delete it 313 
using the DEL or A-DEL (auto-delete) keys respectively. Once the participant completed a sentence, he 314 
advanced to the next one by clicking the ENTER key (Supplementary Video 2, Supplementary Fig. 9). A 315 
spelling block consisted of 3-4 sentences to complete, and in each session the participant completed 1-6 316 
spelling blocks (Fig. 2b).  317 
 318 
Performance evaluation 319 
Sensitivity and click rates 320 
Sensitivity was measured as the percentage of correctly detected clicks: 321 
ݕݐ݅ݒ݅ݐ݅ݏ݊݁ܵ 322  = ௧ܰ௨ ௦ܰ௧௧௧ௗ ௦௦  × 100% 323 

 324 
where in one session ௧ܰ௨ ௦  were the total number of correct clicks and ܰ௦௦ were the total 325 
number of attempted grasps, and where ௧ܰ௨ ௦ ≤  ܰ௧௧௧ௗ ௦௦. For a detected click to be 326 
correct (i.e., a true positive), it had to have occurred on the user interface (as visual feedback to the 327 
participant) within 1.5 s after the onset of an attempted grasp. Attempted grasps with no clicks 328 
occurring within this time period were considered false negatives. Clicks that occurred outside this time 329 
period were assumed to be unrelated to any attempted grasp and were thus considered false positives. 330 
True positive and false positive frequencies (TPF and FPF respectively) were measured per unit time and 331 
for each session were defined as the following:  332 
ܨܲܶ 333  =  ்ܰܶ = ௧ܰ௨ ௦ܶ ܨܲܨ           =  ிܰܶ   334 
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 335 
where ்ܰ and ிܰ are the number of true and false positives in a session respectively, and ܶ is the 336 
total spelling time for that session. Whether the participant clicked the correct or incorrect key had no 337 
bearing on sensitivity, TPF, or FPF as these metrics depended only on whether a click truly occurred 338 
following an attempted grasp.  339 
 340 
Click latencies 341 
Movement onsets and offsets were determined from the normalized pose-estimated landmark 342 
trajectories of the hand. Specifically, only the landmarks of the fingers with significant movement during 343 
the attempted grasp were considered. Then, for each attempted grasp, movement onset and offset 344 
times were visually estimated.  345 
 346 
For each correctly detected attempted grasp, we computed both: a) the time elapsed between 347 
movement onset and algorithm detection, and b) the time elapsed between movement onset and the 348 
click appearing on the spelling application’s user interface. The latency to algorithm detection was 349 
primarily composed of the time necessary to reach the voting threshold (i.e., a 4-vote threshold usually 350 
produced at least 400 ms latency if four grasps were sequentially classified). The latency to the on-351 
screen click appearing on the spelling interface depended on the algorithm detection latency along with 352 
additional network and computational overhead necessary for displaying the click. 353 
 354 
Spelling rates 355 
Spelling rates were measured by correct characters per minute (CCPM) and correct words per minute 356 
(CWPM). Spelled characters and words were correct if they exactly matched their positions in the 357 
prompted sentence. For example, if the participant spelled a sentence with 30 characters (5 words) with 358 
1 character typo, only 29 characters (4 words) contributed to the CCPM (CWPM). Note that all spelling 359 
was performed with assistance of autocompletion options from the language model. 360 
 361 
Cross-validation 362 
We partitioned our training data into 10 folds such that each fold contained an equal number of rest and 363 
grasp samples of HG power feature vectors (rest samples were randomly downsampled to match the 364 
number of grasp samples). To minimize data leakage of time dependent data into the validation fold, all 365 
samples within a fold were contiguous and each sample belonged to only one fold. Each fold was used 366 
once for validation and a corresponding cross-validated model was trained on the remaining 9 folds.  367 
 368 
Channel contributions and offline classification comparisons 369 
Using the subset of samples in the training data labeled as grasp, we computed each channel’s 370 
importance to generating a grasp classification given our model architecture. Specifically, we computed 371 
the integrated gradients from 10 cross-validated models (see Cross-validation) with respect to the input 372 
features from each sample labeled as grasp in the corresponding validation folds. This generated an 373 
attribution map for each sample35, from which we calculated the L2-norm across all 10 historical time 374 
feature vectors2, resulting in a 1x128 saliency vector. Due to the random initialization of weights in the 375 
RNN-FC network, models trained on features from the same set of folds were not guaranteed to 376 
converge to one set of final weights. We therefore retrained the set of 10 cross validated models 20 377 
times and similarly recomputed the saliency vectors for each sample. The final saliency map was 378 
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computed by averaging the attribution maps across all repeated samples and normalizing the resulting 379 
mean values between 0 and 1. We repeated this process using HG features from all channels except one 380 
(channel 112) and again by using features from a subset of 12 electrodes over cortical hand-knob 381 
(anatomically determined as channels 92, 93, 94, 100, 101, 102, 108, 109, 110, 116, 117, 118; Fig. 4e, 382 
Supplementary Figs. 2,3). Neither of these two model architectures were deployed for real-time BCI use. 383 
 384 
To inform whether models trained with HG features from these smaller subsets of channels could retain 385 
robust click performance, we computed offline classification accuracies using 10-fold cross-validation 386 
(see Cross-validation). We repeated cross-validation (see above) such that for each of the 10 validation 387 
folds a set of 20 accuracy values was produced. We then took the average of these 20 values to obtain a 388 
final accuracy for each fold. For each subset of channels, a confusion matrix was generated using the 389 
true and predicted labels across all validation folds and all repetitions. 390 
 391 
Statistics and Reproducibility 392 
Statistical analysis 393 
Spelling blocks with a specific voting threshold were collected on no more than nine sessions. Given this 394 
small sample size, we could not assume normality in the distribution of the sample mean of any of the 395 
performance metrics (sensitivity, TPF, FPF, latencies, CCPM, CWPM). Therefore, we decided to use the 396 
non-parametric Wilcoxon Rank-Sum test to determine whether there were significant differences 397 
between performance metrics from spelling blocks where different voting thresholds were applied. A P-398 
value less than 0.05 was considered significant. Similarly, we used the Wilcoxon Rank-Sum test to 399 
determine whether there were significant differences in offline classification accuracies when different 400 
configurations of channels were used from model-training and validation. We additionally used a Holm-401 
Bonferroni correction to adjust for multiple comparisons. 402 
 403 
Reproducibility of experiments 404 
Neural data collection and processing as well as decoder performance were reproducible across sessions 405 
as the participant was able to repeatedly demonstrate click control using neural signals from attempted 406 
hand movements to spell sentences. However, as this study reports on the first and only participant in 407 
this trial so far, further work will be necessary to test the reproducibility of these results in other 408 
participants.  409 
 410 
Results 411 
Long-term usage with a fixed click detector 412 
The participant used the fixed click detector to effectively control a switch-scanning application for a 413 
total of 626 min spanning a 90-day period that started on Day 21 after the completion of training data 414 
collection (Fig. 2b). Specifically, we recorded one session with the medical communication board and 17 415 
sessions with the spelling application. We defined Day 0 as the last session of training data collection. 416 
We used a voting threshold of 10/10 votes with the communication board. Using the spelling 417 
application, we initially used a voting threshold of 7/7 votes, but reduced this threshold to 4/7 votes on 418 
Day +81 as the participant reported that he preferred an increased sensitivity despite the resulting 419 
increase in false positive detections. We found that the decoder performance remained robust for 111 420 
days. 421 
 422 

redacted
Highlight

redacted
Highlight

redacted
Sticky Note
This is Methods, not Results. Some things are repeated, I don't think that is necessary here.

redacted
Sticky Note
consequtive days?



 423 
Figure 2 | Long-term use of a fixed click detector. (a) Training data was collected during 4 sessions that occurred within a 424 
period of 15 days. For each day, each sub-bar represents a separate block of training data collection (6 training blocks total). (b) 425 
Using the fixed decoder, one block of switch-scanning with the communication board was performed +21 days post-training 426 
data collection (purple). From Day +46 to Day +81, the fixed decoder was used for switch-scan spelling with a 7-vote threshold 427 
(blue). From Day +81 to Day +111, the fixed decoder was used for switch-scan spelling with a 4-vote threshold (teal). For each 428 
day, each sub-bar represents a separate spelling block of 3-4 sentences. The horizontal axis spanning both (a) and (b) 429 
represents the number of days relative to the last day of training data collection (Day 0). 430 
 431 
Switch-scanning performance 432 
With the switch-scanning medical communication board, the click-detection model achieved 93% 433 
sensitivity (percentage of detected clicks per attempted grasps) with a median latency of 1.23 s from 434 
movement onset to on-screen click (visual feedback on the user interface) using a 10-vote threshold. No 435 
false positives were detected.  436 
 437 
Using the switch-scanning spelling application (from Day +46 to Day +111), the click detector achieved a 438 
median detection sensitivity of 94.9% using a 7-vote threshold, and a sensitivity of 97.8% when using a 439 
4-vote threshold (P = 0.057, Wilcoxon Rank-Sum test; Fig. 3a). The median true positive frequency (TPF) 440 
was 10.7 per min using a 7-vote threshold, which improved to 11.6 per min when using a 4-vote 441 
threshold (P = 0.005, Wilcoxon Rank-Sum test; Fig. 3b); the median false positive frequency (FPF) was 442 
0.029 per min (1.74 per h) using a 7-vote threshold and 0.101 per min (6.03 per h) when using a 4-vote 443 
threshold (P = 0.20, Wilcoxon Rank-Sum test; Fig. 3b). 444 
 445 
As expected, we observed a decrease in latency from movement onset to algorithmic detection and on-446 
screen click when switching from the 7-vote to the 4-vote threshold (Fig. 3c). Using the 7-vote threshold, 447 
the median detection latency was 0.75 s and significantly dropped to 0.48 s using the 4-vote threshold 448 
(P = 0.013, Wilcoxon Rank-Sum test). Meanwhile the median on-screen click latency was 0.93 s using the 449 
7-vote threshold and dropped to 0.68 s using the 4-vote threshold (P = 3 x 10-4, Wilcoxon Rank-Sum 450 
test). The delay between algorithmic detection and on-screen click was consistently ~200 msec, due to 451 
network and computational overhead. 452 
 453 
Consequently, the participant was able to achieve high rates of spelling (Fig. 3d). Specifically, median 454 
spelling rate was 9.1 correct characters per minute (CCPM) using the 7-vote threshold, which 455 
significantly improved to 10.2 CCPM using the 4-vote threshold (P = 0.031, Wilcoxon Rank-Sum test). 456 
Similarly, he achieved 1.85 correct words per minute (CWPM) using the 7-vote threshold, which 457 
significantly improved to 2.14 CWPM using the 4-vote threshold (P = 0.015, Wilcoxon Rank-Sum test). In 458 
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one session, the participant achieved a spelling rate greater than 11 CCPM with the 4-vote threshold, 459 
which to our knowledge is the highest spelling rate achieved using single-command BCI control with a 460 
switch-scanning spelling paradigm. 461 
 462 

 463 
Figure 3 | Long-term switch-scanning spelling performance. Across all subplots, triangular and circular markers represent 464 
metrics using a 7-vote and 4-vote voting threshold respectively. (a) Sensitivity of grasp detection for each session. Dashed line 465 
delineates 100% sensitivity. (b) True-positive and false-positive frequencies (TPF and FPF) measured as detections per minute. 466 
Dashed line delineates 0 FPF. (c) Average latencies with standard deviation error bars of grasp onset to algorithm detection and 467 
to on-screen click. The averages and standard deviations were computed from latency measurements across all spelling blocks 468 
from one session using the same voting threshold. Using 7-vote and 4-vote voting thresholds, on-screen clicks happened an 469 
average of 207 ms and 203 ms respectively after detection. Note that detection latencies were not registered in the first six 470 
sessions. (d) Correct characters and words per minute (CCPM and CWPM).  471 
 472 
Decoder retraining due to transient performance drop 473 
On Day +118 (Supplementary Fig. 10 for timeline), the detector sensitivity fell below the pre-set 474 
performance threshold of 80% (Supplementary Fig. 11), which was likely due to a drop in the 475 
movement-aligned HG response across a subset of channels (Supplementary Fig. 12). We found no 476 
hardware or software causes for the observed deviations in HG responses. Moreover, the participant 477 
had no subjective change in strength, no changes on detailed neurological examination or cognitive 478 
testing, and no new findings on brain computerized tomography images.  479 
 480 
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To ensure that BCI performance was not permanently affected, we retrained and tested a click detector 481 
with the same model architecture using data collected roughly four months after the observed 482 
performance drop (Supplementary Note 5). The new click detection algorithm used a total of 15 min of 483 
training data, which was all collected within one day (Supplementary Fig. 13a); afterward, the model 484 
weights remained fixed again. To determine the optimal voting threshold for continued long-term use, 485 
we additionally evaluated real-time click performance using all voting thresholds from 2/7 to 7/7 votes 486 
with this new click detection algorithm (Supplementary Fig. 14).  487 
 488 
The participant used this retrained click detector for a total of 428 min in six sessions spanning a 21-day 489 
period after re-training (Supplementary Fig. 13b). The optimal combination of sensitivity 490 
(Supplementary Note 6) and false detections was achieved using a 6-vote threshold. Using this 491 
threshold, we achieved similar performance metrics to those from the original click detector with a 4-492 
vote threshold, namely a median detection sensitivity of 94.8%, median TPF and FPF of 11.3 per min and 493 
0.20 per min respectively, and a median CCPM and CWPM of 10.1 and 2.2 respectively (for all 494 
comparisons P > 0.05, Wilcoxon Rank-Sum test) (Supplementary Fig. 15). Expectedly the median on-495 
screen click latency was 0.86 s, roughly 200 ms higher compared to the previous 4-vote threshold, due 496 
to the two extra votes required for generating a click (P = 10-3, Wilcoxon Rank-Sum test). 497 
 498 
Electrode contributions to grasp classification 499 
To assess which channels produced the most important HG features for classification of attempted 500 
grasp, we generated a saliency map across all channels used to train our original model (Fig. 4a). As 501 
expected, channels covering cortical face region were generally not salient for grasp classification. The 502 
channel producing the most salient HG features was located in the upper-limb area of somatosensory 503 
cortex (channel 112, Supplementary Fig. 16), with a saliency value 55% and 88% higher than the next 504 
two most salient channels respectively (Supplementary Fig. 16a). Indeed, prior to the observed 505 
performance drop, this channel had a relatively amplified spectral response compared to other channels 506 
during attempted grasp. We then computed the corresponding offline classification accuracy of our 507 
original model architecture for comparison to a model architecture without channel 112 and an 508 
architecture using channels only over cortical hand-knob (see Methods: Channel contributions and 509 
offline classification comparisons); the mean accuracy from repeated 10-fold cross-validation (CV) was 510 
92.9% (Fig. 4b). 511 
 512 
To ensure that real-time classification accuracy was not entirely driven by channel 112, we evaluated a 513 
model trained on HG features from all other channels offline. As expected, this model relied strongly on 514 
channels covering the cortical hand-knob region (Fig. 4c), and notably was not as dependent on a single 515 
channel; the saliency of the most important channel was only 23% and 60% larger than the next two 516 
most salient channels, respectively (Supplementary Fig. 16b). The offline mean classification accuracy 517 
from repeated 10-fold CV was 91.7% (Fig. 4d), which was not significantly lower compared to the mean 518 
accuracy using all channels (P = 0.139, Wilcoxon Rank-Sum test with 3-way Bonferroni-Holm correction, 519 
Fig. 4g). 520 
 521 
As channels covering the cortical hand-knob region made relatively larger contributions to decoding 522 
results, we investigated the classification accuracy of a model trained on HG features from a subset of 523 
electrodes covering only this region (Fig. 4e). Saliency values followed a flatter distribution; the saliency 524 
of the most important channel was only 21% and 44% larger than the next two most salient channels 525 
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respectively (Supplementary Fig. 16c). Though the offline mean classification accuracy from repeated 526 
10-fold CV remained high at 90.4% (Fig. 4f), it was statistically lower compared to the mean accuracy 527 
using all channels (P = 0.015, Wilcoxon Rank-Sum test with 3-way Bonferroni-Holm correction, Fig. 4g). 528 
This suggests that a model trained on HG features from only the cortical hand-knob could still produce 529 
effective click detection, but parameters used for data labeling, model training, and post-processing may 530 
need to be more thoroughly explored to optimize click performance. 531 
 532 

 533 
Figure 4 | Channel importance for grasp classification. Saliency maps for the model used in real-time, a model using HG 534 
features from all channels except from channel 112, and a model using HG features only from channels covering cortical hand-535 
knob are shown in (a), (c) and (e) respectively. Electrodes overlayed with larger circles represent greater importance for grasp 536 
classification. White and transparent circles represent electrodes which were not used for model training. Mean confusion 537 
matrices from repeated 10-fold CV using models trained on HG features from all channels, all channels except for channel 112, 538 
and channels covering only the cortical hand-knob are shown in (b), (d), and (f) respectively. For all confusion matrices, the 539 
percent value in each element of the matrix represents how many times the validation features across all repetitions of all 540 
validation folds were predicted correctly or incorrectly. The mean classification accuracy was computed from averaging the 541 
values on the diagonal of the confusion matrix. (g) Box and whisker plot showing the offline classification accuracies from 10 542 
cross-validated testing folds using models with the above-mentioned channel subsets. Specifically, for one model configuration, 543 
each dot represents the average accuracy of the same validation fold across 20 repetitions of 10-fold CV (see Methods: Channel 544 
contributions). Offline classification accuracies from CV-models trained on all features from all channels were statistically higher 545 
than CV-models trained on features from channels only over cortical hand-knob (*P = 0.015, Wilcoxon Rank-Sum test with 3-546 
way Bonferroni-Holm correction). Offline classification accuracies from CV-models trained on features from all channels except 547 
for channel 112 were not statistically different from those trained on features from all channels or features only from channels 548 
only over cortical hand-knob. 549 
 550 
Discussion 551 
In this study we show that a clinical trial participant with ALS was able to use a fixed decoder trained on 552 
a limited multichannel electrocorticographic (ECoG) dataset to generate stable real-time clicks over a 553 
period of three months. Specifically, the participant used his click detector to select the appropriate 554 
letters and words to form sentences using a switch-scanning spelling application. Our detector’s high 555 
sensitivity (97.8%), low false positive frequency (0.101 per min) and minimal latency between onset of 556 
attempted grasp and click (0.48 s) allowed him to quickly and reliably spell sentences over a several 557 
months without retraining the model.   558 
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 559 
A significant barrier to the use of BCI systems by clinical populations outside of the laboratory is that 560 
users must often undergo an extensive period of training for optimizing fixed decoders1, or daily model 561 
retraining or updating3. For example, reliable switch-scan spelling was demonstrated for up to 36 562 
months using a fixed decoder but required several months of data collection to optimize parameters for 563 
inhibiting unintentional brain clicks1,17. However, our click detector’s long-term performance with a 564 
relatively small training dataset suggests a potentially reduced need for model optimization using ECoG 565 
signals with higher spatial density (for example, 12 electrodes with 4 mm pitch covering the cortical 566 
hand-knob region in this study compared to 4 electrodes with 10 mm pitch in the aforementioned one). 567 
Similarly, an endovascular electrode stent-array was recently used to train an attempted movement 568 
detector4. Though this is an extremely promising BCI technology for click decoding, the anatomical 569 
constraints on the number and proximity of electrodes in the stent-array to motor cortex may make it 570 
difficult to scale up from simple brain-clicks to more complex BCI commands3,36,37. The device we used in 571 
this study may have included more electrodes over upper-limb cortex than was necessary for click 572 
detection, but it allowed us to explore the upper bounds of click performance that might be expected 573 
for a device with these capabilities in a participant with ALS.  574 
 575 
Our model detected intended clicks with high sensitivity and low false positive rates. The high sensitivity 576 
was likely attributable to the high contrast between HG power during movement vs. rest, or baseline 577 
conditions, which had previously enabled real-time grasp detection3,38,39 but may have not been as 578 
robustly detected by the Activa PC+S device40 in previous work1. The voting window provided a simple 579 
yet effective heuristic strategy for inhibiting false detections; post-hoc analysis of real-time performance 580 
revealed that false detections particularly increased when less than three votes were required for 581 
producing a click (Supplementary Fig. 13). We initially chose a conservative voting threshold of 100% 582 
(7/7 votes), but later adjusted it to 57% (4/7 votes), as the participant reported that he preferred an 583 
increased sensitivity and reduced click latency despite a slight increase in false detections. This 584 
experience supports the utility of allowing users to fine-tune algorithmic parameters that can affect BCI 585 
performance and the user experience and that may vary significantly among users and among different 586 
applications that use a click-detector. 587 
 588 
Using a switch-scanning spelling application, the participant achieved high spelling rates by timing his 589 
clicks to select the appropriate row or column. Our results improve upon the previous work by 590 
Vansteensel et al. (2016) in which a participant with ALS was implanted with four contacts over hand 591 
motor cortex and achieved a spelling rate of 1.8 CPM and a latency of 1 s per click. These results may 592 
have been limited by lower sensitivity for high frequency activity, a single bipolar channel, and a 5 Hz 593 
transmission rate of power values (related to energy consumption of wireless signal transmission, see 594 
Vansteensel et al., 2016). In fact, our spelling rates were comparable to those from other clinical 595 
populations who have used switch scanning keyboards without a BCI, including people living with ALS41 596 
or other causes of motor impairments42. It is worth noting that although the integration of eye-tracking 597 
with click decoding may enable even faster user interface navigation and spelling rates4,43, it may also 598 
cause eyestrain during long periods of use44 and worsen as residual eye movements deteriorate in late-599 
stage ALS45–47.  600 
 601 
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To explore whether more limited electrode coverage of sensorimotor cortex would be sufficient for 602 
comparable click performance, we conducted a channel-wise saliency analysis. Despite the substantially 603 
higher saliency of one channel in post-central gyrus adjacent to the cortical hand knob, many of our 604 
highly salient channels were located over the pre-central gyrus at the cortical hand knob11,48, and a 605 
virtual grid confined to this area had only a slight reduction in grasp classification accuracy (90.4%, vs. 606 
92.9% in the all-channel model). As suggested by our high offline accuracy, a click detector of 607 
comparable performance might be effective using this smaller cortical coverage while leaving open the 608 
possibility of training models for multiclass or cursor-based control. 609 
 610 
After nearly four months without re-training or updating our model, we observed a drop in BCI 611 
performance caused by a modest decrease in the modulation of upper-limb HG power in several 612 
electrodes over hand area of sensorimotor cortex. This decrease was especially pronounced in the most 613 
salient channel used to train the original detector, so it was not unexpected that BCI performance was 614 
affected. There were no accompanying new neurological symptoms or changes in cognitive testing, nor 615 
any evidence of adverse events or device malfunction. Variations in signal amplitude and spectral energy 616 
similar to those we observed in our participant have been reported in ECoG signals recorded for several 617 
years by the Neuropace (TM) RNS system49. However, the RNS system typically stores samples of ECoG 618 
from only 4 bipolar channels (8 contacts) in each patient, and is indicated for patients with epilepsy, not 619 
patients with ALS, for which there is scarce data on long-term ECoG. We are aware of only one such 620 
study17, but this study did not report signal characteristics on the granular timescale necessary for 621 
comparison to our results. Regardless of the cause, our click detector’s small amount of training data did 622 
not include the signal regime we observed during the performance drop. Nevertheless, we successfully 623 
tested another click detector, which was retrained with even less data using a similar workflow, and 624 
achieved equally robust performance in subsequent testing sessions, suggesting that long-term 625 
discernability of HG activity was not affected. In the future, it may be possible to achieve both high 626 
performance and longevity by updating our model periodically, for example once every few months, 627 
simulating a periodic in-lab or outpatient checkup. 628 
 629 
Our study adds to the expanding literature on ECoG as an effective recording modality for long-term BCI 630 
use. Importantly, due to the participant’s residual upper limb movement, we were able to assess click 631 
performance using his “ground-truth” movement attempts. However, more work is needed to 632 
determine how a rapidly trained fixed click detector can provide long-term efficacy for the population of 633 
individuals suffering from more severe movement impairments. Robust click-detection capability 634 
complements recent major advancements in real-time spelling2,50 and speech decoding51,52 and provides 635 
a more application-agnostic capability for navigating menus and applications. Optimal spelling 636 
performance, however, was likely not realized as the linguistic statistics of our Harvard sentence 637 
prompts were not sufficiently representative of the word sequences on which our language model was 638 
trained. Therefore, we expect that spelling rates could be substantially improved during free-form 639 
spelling and even more so with a language model tuned to the linguistic preferences of the participant. 640 
Further, there is likely a user-specific regularity of model updates that would optimize the balance 641 
between independent long-term BCI use and technician intervention, which is especially relevant during 642 
home-use. Finally, we expect that click detectors, in addition to their utility as a communication tool, 643 
may be critical for accessibility software beyond spelling interfaces or communication boards such as 644 
web-browsers, internet of things (IoT), and multimedia platforms, and thus merit further investigation. 645 
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 647 
Data availability 648 
Source data for Figs. 2- 4 can be accessed in Supplementary Data 1 (accessible upon manuscript 649 
acceptance). Beginning immediately after publication, individual participant data (neural, and 650 
behavioral) and study protocol will be available from the corresponding author upon reasonable 651 
request.  652 
 653 
Code availability 654 
The analytical code for regenerating Figs.2-4 is available at [Zenodo link (accessible upon manuscript 655 
acceptance)]. Code used for offline model development and post-hoc analysis is freely available at 656 
[Zenodo link (accessible upon manuscript acceptance)]. Model training and offline analysis were done 657 
using Python (version 3.9.13). The recurrent neural network was built using Keras with a TensorFlow 658 
backend (version 2.8.0). Real time decoding was done in Python (version 3.10.12) using the ezmsg25 659 
messaging architecture (version 3.0.0). 660 
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Reviewer #1 (Remarks to the Author): 
 
I thank the authors for their great contribution to the BCI literature on ECoG-based selection decoding 
in an individual with ALS. The novelty of this proposal is high, and demonstrates improvements from 
previous efforts which by using a more extensive cortical grid and achieving higher communication 
rates. 
 
This paper describes the implant of two ECoG grids in an individual with ALS, who, over the course of 
about a year trains and eventually uses the device to operate a switch-scanning interface. The authors 
describe the longitudinal performance of the system that used two different scanning interfaces, as well 
as the longitudinal performance, and the adaptations made over the course of the study. I think it is a 
instructive piece of work and sets the stage for future exciting results out of this group. 
 
I have a few major concerns which I would like addressed, in addition to multiple other comments I 
have included in a revised manuscript and supplementary materials. 
 
1) Better description is needed of the participant in terms of established clinical measures, such as 
ALSFRS-R scores.  
 
Thank you for this suggestion. We have appended the ALSFRS-R scores to the second paragraph of the 
Participant section and to the Supplementary Information (modifications in green). We have copied the 
summary of the results below: 
 

“The clinical care team at Johns Hopkins Hospital obtained the assessment for the ALSFRS-R 
measure one day before we started collection of training data. In total, the study participant 
in the clinical trial scored 26 out of 48 points.” 
 

Which cognitive and neurological tests, mentioned first in the results section on decoder retraining, 
were performed? 
 
Thank you for this question. We have added a description of the cognitive testing that the participant 
underwent in paragraph 3 of Participant section (modifications in green). 
 

“The participant was screened with cognitive testing prior to his enrollment in the study, and 
no evidence for dementia was found.  During monthly safety assessments, the participant 
underwent a brief cognitive testing battery. This has not revealed any significant decline in 
cognitive function since study enrollment.” 

 
 
2) The manuscript contains some blocks of text which this reviewer finds unnecessary for the 
understanding of the manuscript, or which better belong in other locations. 
 
a) Most of the last paragraph of the introduction belongs in the results and methods. 
 
Thank you for this suggestion. We have rewritten the Introduction, including the last paragraph, that we 
have copied below for the reviewer’s convenience (relevant text is green in the revised manuscript):  
 



“The previous studies described above showed that click detectors can be used with a variety 
of BCI applications and can contribute significantly to a user’s repertoire of communication 
modalities. Despite these promising results, the potential performance limits of such click 
detectors have remained relatively underexplored. In particular, chronic high-performance 
use without model retraining is a critical factor for enabling independent home-use, as BCI 
users should have round-the-clock access to a functioning click detector that requires 
minimal caregiver involvement. By leveraging the stability of ECoG signals, we were able to 
train a model on a limited dataset and test it for a period of three months without retraining 
or daily model adaptation. Specifically, we demonstrated an improved click detector with a 
substantially increased spelling rate using a switch-scanning paradigm.” 

 
b) Most of the first paragraph of the methods, along with Supplementary notes 1 and 4 can be 
excluded. 
 
Thank you for this suggestion. However, by request of the editor, we must keep content that relates to 
the clinical trial. Since we reference Supplementary Notes 1 and 4 in paragraph 1 of the Methods, it 
follows that we must not delete those either.  
 
c) Related to b), the participant paragraph of the methods tries to make statements related to the 
whole CortiCom clinical trial, which I do not think are necessary for this paper. 
 
Thank you for this suggestion. However, by request of the editor, we indeed must include statements on 
how the results of the study contribute to the overall trial. However, we have moved this statement from 
the Participant section to the Clinical trial section of the Methods (relevant is green in revised 
manuscript): 
 

“The secondary outcomes of the CortiCom trial are reported here only partially, as click 
detection is only one of a variety of BCI control strategies explored by the trial; specifically, 
our success rate and latency are reported in terms of click detection accuracy and time from 
attempted movement onset to click.” 

 
d) others noted in attached manuscript. 
 
3) Cue-aligned vs trial-aligned HG power. The description of this epoch shifting/time warping was not 
well understood by me. Also, the need for performing this was not well described. Did decoder 
performance suffer if this shifting of training epochs was not performed? Better description needs to be 
given of how shifting/warping occurred, what extent of shifting/warping was performed, and how this 
affected classification performance. Other than the technical demonstration that shifting trials to match 
the peak of each other increases the correlation between them, I don’t think Supplementary figures 4 & 
5 are useful. 
 
We thank the reviewer for these critiques and suggestions. We have rewritten the relevant paragraph, 
which is now in the Label assignment section, to clarify our method for assigning labels and the 
rationale and methods for shift-warping. We have copied that paragraph below for the reviewer’s 
convenience (relevant text is green in revised manuscript): 
 

“We assigned rest and grasp labels to each sample in our training dataset by the following 
steps. First, for each channel we concatenated segments of HG power across all trials, where 



each trial segment ranged from -1 s to 2.5 s relative to the beginning of the visual “Go” cue 
(Supplementary Fig. 3, Cue-aligned). To account for the inter-trial variability of the 
participant’s reaction delay to the visual “Go” cue, we temporally re-aligned the HG power 
across all trial segments using a shift warping model37 (Supplementary Fig. 3, Re-aligned). 
This model was trained on only a subset of highly modulated channels (determined 
qualitatively; Supplementary Fig. 3 caption) to decrease the potential influence of artificial 
patterns from low-modulation channels when re-aligning trial segments. Note that for each 
trial, the resulting temporal re-alignment was applied similarly across all 128 channels. This 
re-alignment resulted in generally increased HG power correlations between trials 
(Supplementary Figs. 4, 5). We then computed the trial-averaged HG power traces using the 
re-aligned trial segments of only these highly modulated channels and visually determined 
the onset and offset of the average modulation relative to the beginning of the visual “Go” 
cue (Supplementary Fig. 6). This onset and offset time were estimated to be 0.3 s and 1.1 s, 
respectively, relative to onset of the “Go” cue. We consequently assigned grasp labels to 
ECoG feature vectors falling between and including 0.3 s + tsbift and 1.1 s + tsbift relative to the 
“Go” cue for each trial. Note that it was necessary to include the term tsbift to the bounds 
where grasp labels were assigned to account for the shift that was applied to each trial. Rest 
labels were applied to feature vectors at all other time points. We adopted this labeling 
strategy because it relied only on the visual inspection of neural signals, simulating the lack 
of ground truth for attempted movements that would be expected for BCI users with Locked-
in Syndrome (LIS).” 

 
We also apologize for the confusion between “trial-aligned” and “cue-aligned.” The term “trial-aligned” 
was left in the main text by mistake and has now been removed completely. 
 
3.1) My understanding is that video was not used to capture movement onset and offset required to 
perform shifting. Why? 
 
Thank you for this question. We did not use the attempted movement onset and offset from video 
recordings to perform movement-alignment of the power trial rasters. This was because we aimed to 
simulate an inevitable locked-in state of the participant where attempted movement would not be 
observable. We clarified this at the end of the Label assignment section: 
 

“We adopted this labeling strategy because it relied only on the visual inspection of neural 
signals, simulating the lack of ground truth for attempted movements that would be 
expected for BCI users with Locked-in Syndrome (LIS).” 

 
4) Some discussion is warranted for why no attempt was made at performing imagination of hand grasp 
to determine similarities and differences with actual hand grasp in terms of cortical representation and 
performance. 
 
We appreciate the reviewer’s concern. This study reports one of the first results from our clinical trial, 
which is exploring multiple strategies for optimizing functionality of ECoG-based BCI over extended use 
periods, leveraging the stability of ECoG signals. Taken within the context of this clinical trial, we aimed 
to allow the participant to use the BCI as soon as possible via a control strategy that we hypothesized 
would be robust over an extended use period. As the participant’s condition progresses, we may 
consider investigating control strategies based on imagined movements; we have now added that 
possibility and others at the end of paragraph 7 of the Discussion (relevant text in green): 



 
“There were several limitations to this study. Though the participant retained the ability to 
perform partial grasping movements, additional work is needed to determine how 
performance of a rapidly trained click detector would generalize to individuals with more 
severe movement impairments. Click detection using signals from less affected regions of 
the cortex and control strategies that are not based on attempted movement, but rather on 
imagined movements or responses to sensory input could serve as alternative control 
strategies.” 

 
 
Reviewer # 1 Continued: Responses to comments from manuscript PDF 
 
Commented [A1]: This belongs in methods and results. 
 
Thank you for your suggestion regarding moving the information in the final paragraph of the 
Introduction to Methods and Results: 
 
Previously the final paragraph began with: “We implanted two 8 x 8 ECoG grids (4 mm pitch, PMT Corp., 
Chanhassen, MN) over left hand and face cortical regions in a clinical trial participant with ALS ...” 
 
We have re-written our Introduction and have copied the final paragraph below for the reviewer’s 
convenience (relevant text is green in the revised manuscript):  
 

“The previous studies described above showed that click detectors can be used with a variety 
of BCI applications and can contribute significantly to a user’s repertoire of communication 
modalities. Despite these promising results, the potential performance limits of such click 
detectors have remained relatively underexplored. In particular, chronic high-performance 
use without model retraining is a critical factor for enabling independent home-use, as BCI 
users should have round-the-clock access to a functioning click detector that requires 
minimal caregiver involvement. By leveraging the stability of ECoG signals, we were able to 
train a model on a limited dataset and test it for a period of three months without retraining 
or daily model adaptation. Specifically, we demonstrated an improved click detector with a 
substantially increased spelling rate using a switch-scanning paradigm. 
 

 
 
Commented [A2]: I don’t see why this is needed. ECoG is a familiar technology to readers and it is clear 
from the nature of the study 
 
Thank you for this suggestion. However, by request of the editor, we must keep the content related to 
the clinical trial, which is in the Clinical trial section. Since we refer to Supplementary Notes 1 and 4 in 
this section, it follows that we must not delete those either. 
 
 
Commented [A3]: Is it necessary to make statements related to the CortiCom trial? It seems 
unnecessary and premature. 
 



Thank you for this suggestion. However, by request of the editor, we indeed must include statements on 
how the results of the study contribute to the overall trial. However, we have moved this statement from 
the Participant section to the Clinical trial section of the Methods (relevant text is green in revised 
manuscript): 
 

“The secondary outcomes of the CortiCom trial are reported here only partially, as click 
detection is only one of a variety of BCI control strategies explored by the trial; specifically, 
our success rate and latency are reported in terms of click detection accuracy and time from 
attempted movement onset to click.” 

 
 
Commented [A4]: What is not clear in this description is that the participant had robust performance 
of a hand grasp, which is clear only in the supplementary videos. Was imagined movement attempted 
as well?  
 
Thank you for these questions. We have included a statement about the participant’s residual upper-
limb movements in paragraph 2 of the Participant section (modifications in green): 
 

“The participant was a right-handed man who was 61 years old at the time of implant in July 

2022 and diagnosed with ALS roughly 8 years prior. Due to bulbar dysfunction, the 

participant had severe dysphagia and progressive dysarthria. This was accompanied by 

progressive dyspnea. The participant could still produce overt speech, but slowly and with 

limited intelligibility. He had experienced progressive weakness in his upper limbs such that 

he iswas incapable of performing activities of daily living without assistance;. He could 

partially close his fingers in an attempted grasp gesture, but he had insufficient strength to 

hold a cup with one hand. His lower limbs are less affected had good strength and allowed 

him to ambulate, albeit with intermittent imbalance due to impaired arm swing...” 

 
We did not collect any data on imagined movements. Briefly, this study shows one of the first results 
from our clinical trial, which is largely aimed at optimizing functionality of ECoG-based BCI over 
extended use periods by leveraging the stability of ECoG signals. Taken within the context of this clinical 
trial, we aimed to allow the participant to use the BCI as soon as possible via a control strategy that we 
hypothesized would be robust over an extended use period. As the participant’s condition progresses, 
we may consider investigating control strategies based on imagined movements and we have now 
added this possibility and others at the end of paragraph 7 of the Discussion. We have copied this below 
for the reviewer’s convenience (relevant text in green): 
 

“There were several limitations to this study. Though the participant retained the ability to 
perform partial grasping movements, additional work is needed to determine how 
performance of a rapidly trained click detector would generalize to individuals with more 
severe movement impairments. Click detection using signals from less affected regions of 
the cortex and control strategies that are not based on attempted movement, but rather on 
imagined movements or responses to sensory input could serve as alternative control 
strategies.” 

 
Was a cognitive battery or screen run with this participant? 
 



Thank you for this question. We have added a description of the cognitive testing that the participant 
underwent in paragraph 3 of Participant section and have copied it below for the reviewer’s 
convenience (relevant text is green in revised manuscript). 
 

“The participant was screened with cognitive testing prior to his enrollment in the study, and 
no evidence for dementia was found. During monthly safety assessments, the participant 
underwent a brief cognitive testing battery. This has not revealed any significant decline in 
cognitive function since study enrollment.” 

 
Commented [A5]: Do we have the ALSFRS-R scores in bulbar, fine motor, gross motor, and respiratory 
subdomains? 
 
Thank you for this suggestion. We have included the ALSFRS-R scores in paragraph 2 of the Participant 
section and the Supplementary Information (relevant text in green). We have copied the summary of 
the results below: 
 

“The clinical care team at Johns Hopkins Hospital obtained the assessment for the ALSFRS-R 
measure one day before we started collection of training data. In total, the participant in the 
clinical trial scored 26 out of 48 points.” 

 
 
Commented [A6]: Where was reference located? Was any re-referencing performed? 
 
Thank you for this question. In paragraph 1 of the Neural implant section, we have specified that the 
reference wires were located subdurally, lying on back of the ECoG grids and that during all recordings, 
signals were referenced to the same reference wire. However, due to the small diameter of the wire 
(0.07 mm), we were not able to localize it in post-operative imaging. No other re-referencing was 
performed. We have copied the relevant text from this paragraph below for the reviewer’s convenience 
(modifications in green). 
 

“The device included two subdural reference wires, the tips of which were exposed not 
insulated to match the recording surface area of the ECoG electrodes. Due to the small 
diameter of the wires (0.07 mm), it was not possible to localize them on a post-surgical CT 
scan. 
 
...During all recordings, signals were referenced to the same reference wire and no other 
referencing was performed.” 

 
 
Commented [A7]: A model of the participant’s brain? 
 
Thank you for this suggestion. We have specified in in the caption of Fig. 1b that the depicted image is a 
virtual reconstruction of the participant’s brain (modifications in green). 
 

“(b) Position of both 64-electrode grids overlayed on the left cortical surface of a virtual 
reconstruction of the participant’s brain.” 

 
 



Commented [A8]: define 
Thank you for this suggestion. We have defined this in the caption of Fig. 1g (modifications in green): 
 

“A Fast Fourier Transform filter was used to compute the spectral power of the 256 ms 
buffer, from which the high gamma (HG, 110-170 Hz) log-power (110-170 Hz) was placed 
into a 1 s running buffer (10 feature vectors).” 

 
 
Commented [A9]: I count 50 + 2*50 +3*50 + 6*30 = 480 training sets rather than 260 
 
Thank you for pointing out this error. We have corrected this number to 480 in paragraph 2 of the 
Training Task section (modifications in green): 
 

“In total, almost 44 min of data (260480 trials) waswere collected for model training.” 
 

 
Commented [A10]: Since the title of the paper includes “long-term”, a description of how study 
sessions beyond the training stage were performed should be given. Was there a prescribed schedule 
for testing? Was all testing done in the laboratory setting? 
 
Thank you for these questions. We would like to clarify that the description in the Data collection section 
refers to data collected during training and during testing with online BCI use, and that all data were 
collected in the laboratory (modifications in green). 
 

“All data collection and testing were performed in the laboratory. Neural signals were 
recorded by the Neuroport system at a sampling rate of 1 kHz. BCI2000 was used to present 
stimuli during training blocks and to store the data from training and online BCI use with 
the click detector for offline analysis35.” 

 
Further, we have clarified in the Participant section that the weekly testing schedule was based on 
experimental progress (relevant text is green in the revised manuscript):  
 

“The experimental team was scheduled to meet with the participant three times each week 
for training data collection or BCI use. Experimental planning occurred weekly and was 
informed by task-specific progress.” 

 
 
Commented [A11]: This occurred for training data only? HG-power alignment did not occur online, 
correct? Was the benefit of HG-power alignment established? 
 
Thank you for these questions. We have rewritten paragraph 2 in Feature extraction and label 
assignment to clarify how the rest and grasp labels were assigned on a per-trial basis using trial-
averaged HG-power, which itself was computed from shift-aligned power trial rasters. We have copied 
that paragraph below for the reviewer’s convenience (relevant text is green in revised manuscript):  
 

“We assigned rest and grasp labels to each sample in our training dataset by the following 

steps. First, for each channel we concatenated segments of HG power across all trials, 



where each trial segment ranged from -1 s to 2.5 s relative to the beginning of the visual 

“Go” cue (Supplementary Fig. 3, Cue-aligned)...”  

 
The alignment of power-trial rasters only occurred offline, as this was used for labeling training data. No 
such alignment occurred online. Though we are not aware of previous studies that have aligned HG 
power-trial rasters for the purposes of model training, a recent MEA-based BCI study has used this 
technique to discover trial-averaged spatiotemporal neural patterns from attempted writing [1 (ref. 4 in 
revised manuscript)]. Though the signals in [1 (ref. 4 in revised manuscript)] were derived from single-
neuron activity rather than population HG activity, the group that developed this time warping 
technique [2 (ref. 37 in revised manuscript)] noted that it “can be flexibly applied to any multi-
dimensional time series, including spike trains, fMRI data, or LFP traces.” Therefore, though we are not 
aware of ECoG-based studies that have previously employed this method, we believe it is valid for 
aligning HG power trial rasters. 
 
[1] Willett, F. R., Avansino, D. T., Hochberg, L. R., Henderson, J. M. & Shenoy, K. V. High-performance 
brain-to-text communication via handwriting. Nature 593, 249–254 (2021). 
 
[2] Williams, A. H. et al. Discovering Precise Temporal Patterns in Large-Scale Neural Recordings through 
Robust and Interpretable Time Warping. Neuron 105, 246-259.e8 (2020). 
 
 
Commented [A12]: Looking into reference 22, what method of re-alignment was used? Shifting or 
linear warping? Are these methods appropriate for ECoG data?  
Both methods of realignment will certainly increase correlation because you are matching peak power 
to peak power.  
Why not use the video of hand movement to perform reaction-time realignment? 
 
Thank you for this question. Please note that in the revised manuscript, this reference number is now 37. 
We have clarified in the Label assignment that only shift alignment was used (relevant text in green): 
 

“To account for the inter-trial variability of the participant’s reaction delay to the visual “Go” 
cue, we temporally re-aligned the HG power across all trial segments using a shift warping 
model37” 

 
Further, in the last sentence of this section, we have clarified the reason for not using the video of the 
hand movement to align the power trial rasters (relevant text is green in revised manuscript): 
 

“We adopted this labeling strategy because it relied only on the visual inspection of neural 
signals, simulating the lack of ground truth for attempted movements that would be 
expected for BCI users with Locked-in Syndrome (LIS).” 

 
We believe that this re-alignment method is appropriate for ECoG data (please see response to A11). 
 
 
Commented [A13]: This distinction seems somewhat arbitrary. Don’t you know when the go vs rest 
conditions were presented? Why do visual inspection of the realigned averages? 
 



Thank you for the question. The “Go” cue was visually presented to the participant very briefly (for 100 
ms), and due to the participant’s reaction delay, the presentation of the “Go” cue did not occur 
synchronously with the participant’s attempted grasping movement. We visually inspected the realigned 
trial averages to simulate reduced availability of ground truth signals (please refer to our response in 
A12). We realized that the participant’s residual movement abilities would likely deteriorate due to ALS, 
and thus, we developed a method of labeling that does not rely on observing his residual movements.  
 
 
Commented [A14]: Is the direction to the user given somewhere in the video? It is unclear what 
selections they are told to make. 
 
We apologize for this confusion. The participant was verbally instructed to navigate and click on 
arbitrary keys on the medical communication board. We have added the verbal cue at the bottom of the 
video, which also accurately aligns with the onset of the spoken cue by the by the experimenter. The 
participant navigated to all three verbally cued keys correctly in this clip. However, we would like to 
emphasize that: 
 

“Whether the participant clicked the correct or incorrect key had no bearing on sensitivity, 
TPF, or FPF as these metrics depended only on whether a click truly occurred following an 
attempted grasp.”  

 
as we mentioned in Sensitivity and click rates section. 
 
 
Commented [A15]: Should be N_{attempted grasps}? 
Thank you for pointing out this error. We have corrected this term in the Sensitivity and click rates 
section (modifications in green).  
 

“...where in one session 𝑁𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑐𝑙𝑖𝑐𝑘𝑠 were the total number of correct clicks and 
𝑁𝑎𝑡𝑡𝑎𝑚𝑝𝑡𝑒𝑑 𝑔𝑟𝑎𝑠𝑝𝑠 were the total number of attempted grasps, and where 𝑁𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑐𝑙𝑖𝑐𝑘𝑠 ≤

 𝑁𝑎𝑡𝑡𝑒𝑚𝑝𝑡𝑒𝑑 𝑔𝑟𝑎𝑠𝑝𝑠.” 

 
 
Commented [A16]: What if a letter was omitted? Wouldn’t this make all subsequent correct letters in 
the wrong position? 
 
Thank you for this question. We have clarified in the Spelling rates section that the participant was 
instructed to correct any errors (modifications in green): 
 

“Spelling rates were measured by correct characters per minute (CCPM) and correct words 
per minute (CWPM). Spelled characters and words were correct if they exactly matched 
their positions in the prompted sentence. For example, if the participant spelled a sentence 
with 30 characters (5 words) with 1 character typo, only 29 characters (4 words) 
contributed to the CCPM (CWPM). The participant was instructed to correct any mistakes 
before proceeding to type the rest of the sentence.” 

 
 



Commented [A17]: Recommend integrating this with the “Model Architecture” subheading above 
since it pertains to how the classifier was created. 
 
Thank you for this suggestion. We have moved the Cross-validation section under Model architecture 
and training section. 
 
 
Commented [A18]: Not clear why you excluded this channel until you dig into the results. 
 
We apologize for this confusion. We amended the respective sentence in paragraph 1 of Channel 
contributions and offline classification comparisons to describe why we performed a saliency analysis 
and computed cross-validated classification accuracy with all channels aside from Channel 112 
(modifications in green): 
 

“We repeated this process using HG features from all channels except one (channel 112) 
channel 112, which was located over sensory cortex and showed a relatively high activation 
compared to other channels during attempted movement. We then repeated this process 
using HG features from a subset of 12 electrodes over cortical hand-knob...” 

 
 
Commented [A19]: To results/discussion 
 
Thank you for this suggestion. However, per the “Style and formatting checklist” required by the journal 
to which we are submitting, we are required to have the Statistics and Reproducibility section as part of 
the Methods.  
 
 
Commented [A20]: What does this mean exactly? Achieved performance over a certain level for 111 
days?  
 
Thank you for this suggestion. We have clarified this in the last sentence of Long-term usage with a 
fixed click detector (modifications in green): 
 

“We found that the decoder performance remained robust over a period of 111 days.” 
 
Later, a threshold of 80% is mentioned. This should be put in the here or in the methods. 
 
Thank you for this suggestion. However, we have removed the mention of this pre-set threshold, as this 
does not hold substantial meaning – for simple click detection, an 80% performance threshold is still 
poor. For example, there is one day (Day +132, Supplementary Fig. 14) on which the sensitivity passes 
this 80% threshold but is still substantially lower compared to sensitivities from sessions prior to the 
drop in detector performance. We have copied the revised sentence in paragraph 1 of Click detector 
retraining due to transient performance drop for the reviewer’s convenience (modifications in green):  
 

“On Day +118 (Supplementary Fig. 13 for timeline), the detector sensitivity markedly 
decreased fell below the pre-set performance threshold of 80% (Supplementary Fig. 14), 
which was likely due to a decrease drop in the movement-aligned event-related 



synchronization (ERS) of the HG response across a subset of channels (Supplementary Fig. 
15).” 

 
 
Commented [A21]: The obvious piece missing from decreasing the number of required votes is the 
tradeoff with specificity. How can you define specificity in this setting to make the story more 
complete?  
 
Specificity is TNR = 1-FPR. You can calculate FPR using your methodology as the number of clicks that 
occurred outside of the correct “go” window.  
 
In fact, in the discussion, you mention the calculation of FPR, but I don’t believe the results are 
presented. 
 
Thank you for this suggestion. We use the term “False positive frequency” precisely to account for the 
tradeoff of in a potential increase in false positives with the increase in sensitivity. We observed an 
increase in sensitivity from 94.9% to 97.8% when switching from a 7-vote threshold to a 4-vote 
threshold (modifications in green): 
 

“...the click detector achieved a median detection sensitivity of 94.9% using a 7-vote 
threshold, and a significantly increased sensitivity of 97.8% when using a 4-vote threshold 
(W = -1.898, P = 0.057, two-sided Wilcoxon Rank-Sum test; Fig. 4a)” 

 
However, we did not observe a corresponding increase in false positive frequency:  
 

“...the median false positive frequency (FPF) was 0.029 per min (1.74 per h) using a 7-vote 
threshold and 0.101 per min (6.03 per h) when using a 4-vote threshold (W = -1.280, P = 
0.20, two-sided Wilcoxon Rank-Sum test; Fig. 4b).” 

 
Specificity (and for the same reasons described below, FPR as well) was not possible to calculate for our 
task. Briefly, specificity is defined as: 
 

𝑇𝑁𝑅 =  
𝑇𝑁

𝐹𝑃 + 𝑇𝑁
= 1 − 𝐹𝑃𝑅 = 1 −

𝐹𝑃

𝐹𝑃 + 𝑇𝑁
  

 
where FP and TN are the number of false positives and number of true negatives, respectively. We were 
able to count the number of FPs using the metric we defined in the Sensitivity and click rates section 
(i.e., the number of clicks that occurred outside the 1.5 s period after attempted grasp onset). However, 
the concept of a true negative detection (a correctly omitted click) does not exist in the continuous time 
domain because there do not exist discrete countable instances of correctly omitted clicks. 
 
We used the term “false positive rate” in the discussion accidentally, and we have now replaced it with 
“false positive frequency” (defined in the Sensitivity and click rates section) in the first sentence of 
paragraph 3 (modifications in green): 
 

“Our model detected intended clicks with high sensitivity and low false positive frequency 
(FPF) false positive rates.” 

 



 
Commented [A22]: The long plots without gridlines makes it hard to see any trends that may occur.  
Suggest adding horizontal grid lines to all sub-plots.  
Suggest replacing plot b with Specificity.  
For c:, you have have a single y axis called “latencies”, with a key for “click” and “decision”  
For d: you can have a singley axis called “correct selection rate”, with a key for “words” and “characters” 
 
Thank you for these suggestions. We have incorporated gridlines into all the subfigures to make trends 
more visible, modified the axis labels and included legends in Fig. 4c and 4d (formally Fig. 3c and 3d). 
However, we did not replace TPF and FPF in Fig. 4b with specificity because of our reasons described in 
A21. Modifications to the figure caption are in green. 

 
“Figure 4 | Long-term switch-scanning spelling performance. Across all subplots, triangular and circular 

markers represent metrics using a 7-vote and 4-vote voting threshold, respectively. (a) Sensitivity of grasp click 

detection for each session. Dashed line delineates 100% sensitivity. (b) True-positive and false-positive 

frequencies (TPF and FPF) measured as detections per minute. Dashed line delineates 0 FPF. (c) Average 

latencies with standard deviation error bars of grasp onset to algorithm detection and to on-screen click. The 

averages and standard deviations were computed from latency measurements across all spelling blocks from 

one session using the same voting threshold. Using 7-vote and 4-vote voting thresholds, on-screen clicks 

happened an average of 207 ms and 203 ms, respectively after detection. Note that detection latencies were not 

registered in the first six sessions. (d) Correct characters and words per minute (CCPM and CWPM).” 

 
 
Commented [A23]: First mention of these 
Thank you. We have described the cognitive and neurological tests in comment A4 and have described 
these in paragraph 3 of Participant section. 
 
 



Commented [A24]: Why this four month window? Was a root-cause analysis performed over this 
period? 
 
Thank you for this question. During this period, we investigated the possible causes for the observed 
deviations in HG response. However, we found no reason for these signal changes. We have added a 
sentence to the caption of Supplementary Fig. 13 (formally Supplementary Fig. 10) to clarify this 
(relevant text is green in revised manuscript): 
 

“Between Days 217 and 309 post-surgical implantation we investigated possible causes for 
the signal deviation.” 

 
 
Commented [A25]: Which day? 309? 
Thank you for this question. Yes, the new training data was collected on Day 309 post-surgical 
implantation. We have clarified this in paragraph 2 of Click detector retraining due to transient 
performance drop (relevant text in green): 
 

“The new click detection algorithm used a total of 15 min of training data, which was all 
collected within one day, six days before BCI use (Day 309 post-surgical implantation, 
Supplementary Fig. 17a)...” 

 
 
Commented [A26]: Suggest replacing real-time with online decoding 
 
Thank you for this suggestion. We have replaced “real-time” with “online” in the main text and 
Supplementary Information (modifications in green). 
 
 
Commented [A27]: Again-related to the question of specificity. 
Please refer to our response to A21. 
 
 
Commented [A28]: Aka high specificity. Why not use this terminology? 
Please refer to our response to A21. 
 
 
Commented [A29]: Why is this reference used? Are you referencing the results of this study, or just the 
device, which was shared across refs 40 and 1? 
 
Thank you for this question. In rewriting the Discussion, we have eliminated that sentence and the 
reference entirely.  
 
 
Commented [A30]: Repetitive of results?  
Thank you for this question. In rewriting the Discussion, we have eliminated this paragraph because it 
was indeed repetitive of the results. 
 
 



Commented [A31]: Why was an imagined hand grasp not attempted? 
 
We appreciate the reviewer’s question. Please see our response to A4. 
 
 
Commented [A32]: Not needed? 
 
Thank you for the suggestion. However, by request of the editor, we must keep all information 
regarding the clinical trial.  
 
 
Commented [A33]: This can be included in main text body, in the participant section. 
 
Thank you for the suggestion. We have included this in the Participant section of the main text 
(modifications in green): 
 

“All results reported here were based on data from the first and only participant to date in 

the CortiCom trial. The participant gave written consent after being informed of the nature of 

the research and implant related risks. The experimental team was scheduled to meet with 

the participant three times each week for training data collection or BCI use. Experimental 

planning occurred weekly and was informed by task-specific progress. To date this 

participant has had no serious or device-related adverse events, and thus the primary 

outcome of the CortiCom trial has been successful. The secondary outcomes of the CortiCom 

trial are reported, in part, here; specifically, our success rate and latency are reported in 

terms of click detection accuracy and time from attempted movement onset to click. The 

participant has consented to continue the study. At this time the device has been implanted 

for more than a year and continues to be used for research purposes.” 

 
 
Commented [A34]: Not needed? 
 
Thank you for the suggestion. However, by request of the editor, we must keep all information 
regarding the clinical trial.  
 
 
Commented [A35]: Which day in timeline of supp figure 10? 
 
We apologize for the confusion. All three blocks were collected on Day 309, post-surgical implantation. 
We have included a reference to Supplementary Fig. 17 (formally Supplementary Fig. 14) in 
Supplementary Note 5 and copied it below for the reviewer’s convenience (modifications in green): 
 

“All three blocks were collected on the same day (Day 309 post-surgical implantation, 
Supplementary Fig. 17a).” 

 
 
Commented [A36]: This window is slightly different than the 0.3-1.1 used prior. Reason for this? 
 



Thank you for this question. The trial-averaged channel traces of the training data for the new fixed 
model were similar to those in Supplementary Fig. 6, and the onset and offset of the HG activity 
occurred roughly after the same amount of time. However, we decided to change the bounds of our 
grasp labels to 0.4 s and 1.2 s (from 0.3 s to 1.1 s) to avoid misclassification of grasp samples which did 
not contain a large deviation of HG power in the leading edge of the historical time window compared 
to the baseline period occurring shortly before. We plan to investigate the optimal bounds for assigning 
grasp labels in the future. 
 
 
Commented [A37]: Should note that the relative Go and ISI times depicted are not to scale. 
 
Thank you for the suggestion. We have included this in the caption of Supplementary Fig. 1 
(modifications in green): 
 

“One trial consisted of one 100 ms “Go” stimulus (tGo = 0.1 s, not to scale for the purpose of 
clear depiction) followed by an interstimulus interval (ISI) during which a centered white 
crosshair appearedremained in the center of the monitor for the duration of the ISI.” 

 
 
Commented [A38]: How were these channels defined? How was the per-trial shift calculated in each 
channel? 
 
Thank you for this question. We have rewritten paragraph 2 in Features extraction and label assignment 
and have clarified that the channels were chosen qualitatively. We’d also like to clarify that the shift that 
occurred for each trial was the same for all power trial rasters of all channels (relevant text in green). 
 

“To account for the inter-trial variability of the participant’s reaction delay to the visual “Go” 
cue, we temporally re-aligned the HG power across all trial segments using a shift warping 
model37 (Supplementary Fig. 3, Re-aligned). This model was trained on only a subset of 
highly modulated channels (determined qualitatively; Supplementary Fig. 3 caption) to 
decrease the potential influence of artificial patterns from low-modulation channels when 
re-aligning trial segments. Note that for each trial, the resulting temporal re-alignment was 
applied similarly across all 128 channels.”  

 
 
Commented [A39]: You do not show the power spectrograms for the Speech Grid. Based on the 
negligible correlation increase from peak shifting, I imagine the spectral responsiveness in this grid was 
not as pronounced. For completeness, you might want to add to supplementary figure 2. Or for 
succinctness, you may want to remove b) from this figure. 
 
Thank you for this suggestion. We have removed Supplementary Fig. 4b and have copied the new 
Supplementary Fig. 4 below for the reviewer’s convenience (caption modifications in green): 



 
“Supplementary Fig. 4 | Correlation increase of HG power in re-aligned signals. The change in correlation 

between the re-aligned and cue-aligned HG power trials for each electrode of the upper limb grid. Inter-trial HG 

power correlations Electrodes in the upper-limb grid (a) generally increased for all electrodes their inter-trial HG 

power correlation, whereas those in the speech grid (b) generally stayed the same. Electrodes in the speech grid 

(not shown) had negligible changes in inter-trial HG power correlation. The central sulcus (CS) is delineated by a 

thick black line and widens at the top such that electrodeschannels 111, 119, and 127 are over it. The pre-central 

sulcus (Pre-CS) is delineated by a thick green line.” 

 
 
Commented [A40]: Here you are showing that a 1-s moving average is used to calculate 100 ms feature 
vectors. There are 8 vectors corresponding to the Go condition ending at 0.3 – 1.1 s.  
 
What do the vertical bars at 0.2 s and 1.2 s show? I suggest removing all 4 vertical bars. 
 
Thank you for these suggestions. We would like to clarify that the 1 s window is not used to compute a 
moving average. Rather this window represents 1 s of time history from all the channels for training. We 
have clarified this in the caption of Supplementary Fig. 6 (modifications in green): 
 



 
“Supplementary Fig. 6 | Labeling trial-averaged re-aligned HG power. Trial-averaged re-aligned HG power is 

shown for each of the channels that were used to compute the per-trial shift. These averaged traces were used to 

determine the bounds for grasp labels on a per-trial basis. For each trial, eEach sample 100 ms feature vector 

between 0.3 s and 1.1 s post-cue was labeled grasp while all other time points were labeled rest. For the training 

label at each time point, the corresponding training data is the 1 s sequence (previous 10 samples) of historical 

time features up until and including the time point of the that training label. For example, the training data for the 

grasp label at 1.0 s (dark green outline) is the 1 s sequence of historical time features from 0.1 to 1.0 s (large box 

with dark green outline). Though only the HG power traces for the above subset of channels were used to inform 

the assignment of grasp training labels, features from all channels were used as training data.” 

 
We eliminated the vertical bars at 0.2 s and 1.2 s as they were not functionally used for applying 
training labels. However, we have kept the vertical bars at 0.3 s and 1.1 s to show the bounds by which 
grasp labels were assigned on a per-trial basis. 
 
 
Commented [A41]: Not sure what this means. 9 channels were used to compute the per-trial shift? 
 
Thank you for this question. Yes, these 9 channels were used to compute the per-trial shift. 
 
 
Commented [A42]: See comments about suggested changes to figure 3 
 
Thank you for this suggestion. We have incorporated into all the subfigures gridlines to make trends 
more visible, modified the axis labels and included legends. However, we did not replace TPF and FPF 
shown Supplementary Fig. 14b (formally Supplementary Fig. 11b) with specificity because for our 
reasons described in A21. Modifications to the figure caption are in green. 



 
“Supplementary Fig. 14 | Performance decline roughly 4 months post-training. For each day a 4-vote threshold 

was used. (a) Sensitivity of grasp detection for each session. (b) True-positive and false-positive frequencies (TPF 

and FPF) measured as detections per minute. (c) Average latencies with standard deviation error bars of grasp 

onset to algorithm detection and to on-screen click. (d) Correct characters/words per minute (CCPM/CCWP).” 

 
Commented [A43]: See comments about suggested changes to figure 3 
 
Thank you for this suggestion. We have incorporated into all the subfigures gridlines to make trends 
more visible, modified the axis labels and included legends. However, we did not replace TPF and FPF 
shown Supplementary Fig. 18b (formally Supplementary Fig. 15b) with specificity because for our reason 
described in A21. Modifications to the figure caption are in green. 



 
“Supplementary Fig. 19 | Switch-scanning spelling performance with a retrained fixed click detector. All 

performance metrics are shown using the 6-vote threshold. (a) Sensitivity of grasp detection for each session. (b) 

True-positive and false-positive rates (TPF and FPF, respectively) measured as detections per minute. (c) Average 

latencies with standard deviation error bars of grasp onset to algorithm detection and to on-screen click. (d) Correct 

characters/words per minute (CCPM/CWPM).” 

 
Commented [A44]: This figure would be more useful if paired with the grid location over annotated 
brain regions. Right now it can be replaced with the statement “A 4x3 subset of electrodes covering 
cortical hand knob [achieved similar performance in offline testing]” 
 
Thank you for this suggestion. However, Supplementary Fig. 19c (formally, Supplementary Fig. 16c) is 
simply a normalized representation of saliency values depicted by circular markers in Fig. 5e (formally 
Fig. 4e). The benefit to showing these values in a descending bar graph is to more clearly depict the 
narrower range in saliency values using only channels over cortical hand region compared to the 



broader range of saliency values when using all electrodes or only omitting channel 112 (Supplementary 
Figs. 19a and 19b, respectively). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Reviewer #2 (Remarks to the Author): 

 
Dear Nathan Crone and colleagues, 
 
With great interest I read your manuscript entitled "A click-based electrocorticographic brain-computer 
interface enables long-term high-performance switch-scan spelling". This research demonstrates the 
effective and long-term use of a brain-controlled communication aid that allowed a person with 
amyotrophic lateral sclerosis (ALS) to select letters or icons on a computer screen. Novel features of this 
research include training a classifier on a limited amount of training data (44 minutes of data were 
acquired across 4 different days) and testing it across a period of 3 months (18 different test days) after 
without retraining the classifier. The use of chronically implanted ECoG is also relatively new in the field 
of brain-computer interfacing (BCI). 
 
The achieved classification speed and performance outperform those of traditional P300 spellers and 
are comparable to those of other BCI spelling applications. For example, Sutter (1992) achieved a 
performance of 10-12 bits (full words or characters) per minute using a visual ECoG-driven brain-
computer interface. Later on, this same approach based on code-modulated visual evoked potentials 
(cVEP) was effectively demonstrated in a group of people with ALS using EEG, also yielding average 
speeds of 10 characters per minute (Verbaarschot et al., 2021). 
 
Demonstrations of effective BCI performance within the target population are rare. Even though the 
current manuscript reports results of one participant only, this relatively long term study is a relevant 
contribution to this field. 
 
Major remarks: 
------------------ 
 
1) The advantage of using invasive neuroimaging methods such as ECoG are not immediately clear to 
me. Comparable results have been achieved using non-invasive methods such as EEG. Could you 
elaborate what benefits the use of ECoG provide over non-invasive methods?  
 
We thank the reviewer for this question. We are aware of the levels of BCI control that have been 
accomplished with EEG-based systems and agree that this technology should be developed to its fullest 
extent, as not every person with communication impairment will want, or will be able to receive, an 
implanted system. Yet, we would like to emphasize that implanted BCIs based on ECoG electrodes have 
important advantages for daily use by people with a neurological need for BCI. First, implanted ECoG-
based BCIs do not require daily application of external sensors and offer the potential for use with only 
minimal caregiver involvement [1 (ref. 1 in revised manuscript)]. Second, ECoG-based BCIs can 
potentially offer stable functionality for up to at least 3 years [2 (ref. 18 in revised manuscript)] (7 years 
in Vansteensel et al., under review). Third, implanted electrodes are potentially available 24/7 to provide 
BCI functionality whenever the user wishes to use the system. These factors make ECoG-based 
BCIs particularly attractive as a communication technology for people with severe motor and 
communication impairment. The referenced unpublished papers are available upon reviewer’s request. 
 
We would also like to emphasize that this study shows some of the first results from a larger clinical 
trial, which is largely aimed at optimizing functionality of ECoG-based BCI over extended use periods by 



leveraging the stability of ECoG signals. Thus, we aim to build on this work to provide more continual 
BCI use in the participant’s home and work toward minimal caregiver/technician interference. 
 
Taken within the context of this clinical trial, the participant’s ECoG implant is intended to allow control 
strategies beyond single-command click-decoding. Indeed, as previous work by us [3-6] and others [7, 8] 
has shown, multi-command control and cursor movements are control strategies which can both be 
leveraged by ECoG BCIs. Due to its higher spatial resolution and signal quality over EEG, we believe that 
ECoG has greater potential for exploring these control strategies. Nonetheless, it is important to show 
that basic single-command decoding can be used to reliably maintain communication over extended 
periods of time, especially as the participant’s condition progresses. 
 
[1] Vansteensel, M. J. et al. Fully Implanted Brain–Computer Interface in a Locked-In Patient with ALS. N 
Engl J Med 375, 2060–2066 (2016). 
 
[2] Pels, E. G. M. et al. Stability of a chronic implanted brain-computer interface in late-stage 
amyotrophic lateral sclerosis. Clinical Neurophysiology 130, 1798–1803 (2019). 
 
[3] Hotson, G. et al. Individual finger control of a modular prosthetic limb using high-density 
electrocorticography in a human subject. Journal of Neural Engineering 13, 026017 (2016). 
 
[4] Fifer, M. S. et al. Simultaneous Neural Control of Simple Reaching and Grasping With the Modular 
Prosthetic Limb Using Intracranial EEG. IEEE Transactions on Neural Systems and Rehabilitation 
Engineering 22, 695–705 (2014). 
 
[5] Bleichner, M. G. et al. Give me a sign: decoding four complex hand gestures based on high-density 
ECoG. Brain Struct Funct 221, 203–216 (2016). 
 
[6] Thomas, T. M. et al. Decoding native cortical representations for flexion and extension at upper limb 
joints using electrocorticography. IEEE Trans Neural Syst Rehabil Eng (2019) 
doi:10.1109/TNSRE.2019.2891362. 
 
[7] Silversmith, D. B. et al. Plug-and-play control of a brain–computer interface through neural map 
stabilization. Nat Biotechnol 39, 326–335 (2021). 
 
[8] Degenhart, A. D. et al. Remapping cortical modulation for electrocorticographic brain–computer 
interfaces: a somatotopy-based approach in individuals with upper-limb paralysis. J. Neural Eng. 15, 
026021 (2018). 
 
 
Moreover, could you compare the results of this study to other commonly available communication aids 
that a person with ALS may use, such as eye-tracking or applications that are directly controlled by 
residual movement?  
 
Thank you for this question. We would like to first note that control strategies based on eye movements 
(such as eye-tracking or eye-gaze + attention) for people living with ALS can be expected to worsen if 
they survive into later stages of the disease, as eye control can deteriorate. However, we have included a 
study in paragraph 5 of the Discussion which reports typing speeds of 17 characters per minute using 
eye-tracking alone (modifications in blue): 



 
“...while typing speeds of 17 characters per min using eye-tracking alone have been 
reported58. However, control strategies based on eye movements may cause eyestrain during 
long periods of use27–29 and worsen as residual eye movements can deteriorate in late-stage 
ALS30–33.” 

 
In paragraph 5 of the Discussion, we also report that the spelling rates in this study were comparable to 
those from previous studies in which participants leveraged residual movements. We have clarified (in 
blue) that residual movements were leveraged in those previous studies: 
 

“...our spelling rates were comparable to those from other clinical populations who have 
used switch scanning keyboards by leveraging residual movements (and without a BCI), 
including people living with ALS49 or other causes of motor impairments50.” 

 
Further, as is suggested by the reviewer in Major remark 5, non-invasive BCIs leveraging code-
modulated visually evoked potentials (cVEPs) are also estimated to produce a character per minute 
(CPM) rate of 10-12 when used by ALS participants [2, (ref. 54 in revised manuscript)]. We have 
acknowledged this mode of communication in paragraph 4 of the Discussion (relevant text is blue in 
revised manuscript): 
 

“...non-invasive BCIs using visually evoked potentials are estimated to produce comparable 
spelling rates52 and can potentially be trained with little or no neural data53.” 

 
[1] Vansteensel, M. J. et al. Fully Implanted Brain–Computer Interface in a Locked-In Patient with ALS. N 
Engl J Med 375, 2060–2066 (2016). 
 
[2] Verbaarschot, C. et al. A visual brain-computer interface as communication aid for patients with 
amyotrophic lateral sclerosis. Clinical Neurophysiology 132, 2404–2415 (2021). 
 
[ref. 60 in revised manuscript] Pasqualotto, E. et al. Usability and Workload of Access Technology for 
People With Severe Motor Impairment: A Comparison of Brain-Computer Interfacing and Eye Tracking. 
Neurorehabil Neural Repair 29, 950–957 (2015). 
 
 
Does an invasive BCI have a clear advantage over these less invasive and less expensive methods? Since 
your approach currently relies on residual movement, the direct benefit is not clear to me. 
 
We will refer the reviewer to the answer in the first part of Major remark 1, where we have expanded on 
the motivation for using invasive BCI. However, we would like to clarify that our BCI system relies on the 
modulation of the neural signals when the participant attempts to make a grasp, and not the residual 
grasping movement itself. This is an important distinction because we expect that we will be able to 
continue decoding modulated activity from attempted grasps even as the participant loses mobility due 
to disease progression. The feasibility of this approach has been demonstrated in Vansteensel et al. 
2016 [1 (ref. 1 in revised manuscript)]  and Pels et al. 2019 [2 (ref. 18 in revised manuscript)] where a 
participant with ALS was able to use a brain-click BCI for more than 3 years. We refer to these studies in 
the rewritten Introduction: 
 



“...a participant with ALS attempted hand movements to generate brain clicks, in turn 
controlling a switch-scanning spelling application. These brain clicks were detected from a 
single pair of electrodes on the surface of the hand area of the contralateral motor cortex1. 
Though the participant used these brain clicks to communicate in her daily life for more than 
3 years18.” 

 
[1] Vansteensel, M. J. et al. Fully Implanted Brain–Computer Interface in a Locked-In Patient with ALS. N 
Engl J Med 375, 2060–2066 (2016). 
 
[2] Pels, E. G. M. et al. Stability of a chronic implanted brain-computer interface in late-stage 
amyotrophic lateral sclerosis. Clinical Neurophysiology 130, 1798–1803 (2019). 
 
 
 
2) I miss information on the opinion of the user in this manuscript. What did the participant think of the 
spelling application? Did they ever use it autonomously? Would they want to use it in their daily life? 
Did they enjoy using the application? Or was it frustrating? 
 
We appreciate the reviewer’s concern for the participant’s experience in using the spelling application. 
The participant used the spelling application under the supervision from the study team in the 
laboratory. We have included metrics of the participant’s experience with the spelling application 
administered via the NASA Task Load Index (NASA-TLX), a commonly used set of workload scores 
describing the mental, physical, and temporal demand of a task as well as the performance, effort, and 
frustration. We have added a description these metrics in an additional Methods section, copied below 
(relevant text is blue in revised manuscript):  
 

“Cognitive workload 
In order to evaluate the participant’s experience using the switch-scanning spelling 
application, we asked the participant to complete the NASA task load index (NASA-TLX) 
questionnaire44,45 using the NASA-TLX iOS application, a commonly used set of questions to 
evaluate a participant’s mental, physical, and temporal demand of a task as well as the 
perceived performance, effort, and frustration of a task. These categories were each scored 
from 0-100 where lower and higher scores corresponded, respectively to less and more of 
each of the six above-mentioned characteristics.” 

 
We report these metrics in the Click detector retraining due to transient performance drop off section, 
copied below (relevant text is blue in revised manuscript): 
 

“We additionally evaluated the participant’s subjective cognitive workload of switch-
scanning spelling with the click detector using the NASA-TLX iOS application. Across the six 
sessions using the retrained click detector the participant reported scores of 7.5 ± 2.7 (mean 
± standard deviation) for mental demand, 8.3 ± 2.6 for physical demand, 5.8 ± 3.7 for 
temporal demand, 6.7 ± 5.2 for performance, 6.7 ± 5.2 for effort, and 6.7 ± 2.6 for 
frustration. These low scores indicate that the participant did not have difficulty in 
controlling the switch-scanning spelling application via click-detection.” 

 
 
 



 
3) It is not clear to me why a relatively complex decoding strategy was used for this application. You are 
trying to decode grasp intentions vs. rest, which induces relatively large changes in high gamma power 
activity. It seems to me that a simple linear decoder may also do this job. What were the reasons for 
using a non-linear neural network approach instead?  
 
The primary objective of this study was to demonstrate that a decoder trained on a small amount of 
data could maintain high performance for an extended BCI use period. While the choice of the decoder 
is an important factor for achieving this goal, we believe that it is primarily the long-term stability of the 
modulation in ECoG signals which makes this possible. We agree with the reviewer that for the simple 
task of detecting clicks from attempted grasping movements, a simple linear classifier might have 
performed just as well. Nevertheless, our motivations for training an LSTM were two-fold:  
 
1) This study is part of a larger clinical trial in which we do not plan to limit upper-limb classification for 
use only in click-detections. To this end, we aimed to build the model training pipeline such that in the 
future we could train more complex models for tasks in which the temporal domain would significantly 
contribute to decoder performance.  
 
2) We aimed to allow the participant to use a high-performing BCI as soon as possible, and to this end 
we anticipated that a non-linear classifier would achieve higher performance than a linear model due to 
the advantage of recognizing temporal patterns in neural activity. 
 
We have added these reasons as the first paragraph of Model architecture and training and have copied 
them below for the reviewer’s convenience (relevant text is blue in revised manuscript): 
 

“We used a recurrent neural network (RNN) for classifying rest vs. grasp. As this study is part 

of a larger clinical trial, we aimed to build the model training pipeline such that in the future 

we could train more complex models for tasks in which the temporal domain would 

significantly contribute to decoder performance. Additionally, we aimed to allow the 

participant to use a high-performing BCI as soon as possible, and to this end we anticipated 

that a non-linear classifier would achieve higher performance than a linear model due to the 

advantage of recognizing temporal patterns in neural activity.” 

 

 
Moreover, specific design choices for the network are not well argumented (number of layers, number 
of units per layer). Could you elaborate your design choices in the manuscript? 
 
We prioritized the participant using the BCI as soon as possible and we used the neural network 
hyperparameters that we initially chose when testing the model offline using cross-validation. We did 
not optimize for these hyperparameters as we believe that such optimizations would not have 
significantly improved the model performance for the simple task of detecting clicks. Further, given that 
the model with this set of hyperparameters achieved high cross-validation accuracy offline and high 
performance in real-time, we continued using these hyperparameters throughout the rest of the 
experiment. 
 
 
 



 
4) ALS affects motor control and is reflected by changes in motor areas in the brain. Why do you choose 
to use a movement for BCI control and record from motor areas in the brain as both these things are 
likely affected as ALS progresses? Would another, less affected brain area not be a better recording site? 
And would a task that the participant can always perform with ease (response to sensory input, mental 
calculation, imagined sensations) not be a better and more pleasant task for them? 
 
We were encouraged to further investigate the decoding potential from motor cortex due to the success 
of a previous clinical trial (Vansteensel et al., 2016) in which the authors showed that a participant with 
ALS could control a switch-scanning spelling application via attempted hand movements [1, (ref. 1 in 
revised manuscript)]. The authors in this study used signals from the hand region of motor cortex and 
demonstrated that this control strategy was stable for at least three years [2, (ref. 18 in revised 
manuscript)]. We cite these studies as motivation for our work in paragraph 3 of the Introduction: 
 

“...a participant with ALS attempted hand movements to generate brain clicks, in turn 
controlling a switch-scanning spelling application. These brain clicks were detected from a 
single pair of electrodes on the surface of the hand area of the contralateral motor cortex1. 
Though the participant used these brain clicks to communicate in her daily life for more 
than 3 years18...” 

 
We were similarly encouraged that another clinical trial working with ALS participants has more 
recently leveraged signals from the motor cortex via the superior sagittal sinus to control a variety of 
click-based applications [3, 4 (refs. 3, 19, respectively in revised manuscript)]. We have similarly referred 
to these studies in paragraph 2 of our Introduction: 
 

“...participants with ALS (or primary lateral sclerosis) were implanted with an endovascular 
stent-electrode array for detecting brain. Brain clicks were generated by attempted foot 
movements and were used to select a particular icon or letter on a computer screen after 
navigating to it via eye-tracking (ET)18. As a result, participants were able to achieve high 
spelling rates and required 1-12 sessions of training with their brain click BCI before long-
term use.” 

 
Therefore, we believe that investigating the degree to which these signals can be leveraged for use of 
participants with ALS constitutes a significant contribution to the BCI field.  
 
Further, we are not aware of any studies in which signals from cortical regions outside of the 
sensorimotor cortex were used for successful BCI control with ALS participants. Therefore, we consider 
that implants in ALS participants over such cortical regions remain largely exploratory. Since our clinical 
trial is largely aimed at optimizing functionality of ECoG-based BCI, we thus chose to implant our ECoG 
grids over cortical regions (sensorimotor cortex) which prior work has shown favorable to this aim. 
However, it is possible that with future clinical trial participants, we may implant electrodes in some of 
these exploratory regions, on the condition that we have already confidently established a baseline BCI 
functionality with sensorimotor cortical coverage. In this case, it may be worth investigating alternative 
control strategies for generating clicks as the reviewer suggests. We have included this possibility at the 
bottom of paragraph 7 of the Discussion: 
 



“Click-detection using signals from less affected regions of the cortex and control strategies 
that are not based on attempted movement, but rather on imagined movements or 
responses to sensory input could serve as alternative control strategies.” 

 
[1] Vansteensel, M. J. et al. Fully Implanted Brain–Computer Interface in a Locked-In Patient with ALS. N 
Engl J Med 375, 2060–2066 (2016). 
 
[2] Pels, E. G. M. et al. Stability of a chronic implanted brain-computer interface in late-stage 
amyotrophic lateral sclerosis. Clinical Neurophysiology 130, 1798–1803 (2019). 
 
[3] Mitchell, P. et al. Assessment of Safety of a Fully Implanted Endovascular Brain-Computer Interface 
for Severe Paralysis in 4 Patients: The Stentrode With Thought-Controlled Digital Switch (SWITCH) Study. 
JAMA Neurol 80, 270 (2023). 
 
[4] Oxley, T. J. et al. Motor neuroprosthesis implanted with neurointerventional surgery improves 
capacity for activities of daily living tasks in severe paralysis: first in-human experience. J NeuroIntervent 
Surg 13, 102–108 (2021). 
 
 
 
5) The main novelty of this paper is the fact that the classifier is trained on limited test data, and used 
across a large period of time without any retraining. However, non-invasive methods such as the c-VEP 
based BCI speller (Verbaarschot et al., 2021) do not require any training data. What are the benefits of 
your approach to such spellers? 
 
Thank you for this question. The studies regarding code-modulated visually evoked potentials (cVEPs) to 
which the reviewer references us use non-invasive scalp EEG and deserve acknowledgment as a 
potential avenue for developing spelling applications. We have now referenced both the Verbaarschot et 
al., 2021 and the Thielen et al., 2021 studies [1, 2 (refs. 54, 55 in revised manuscript)] in paragraph 4 of 
the Discussion: 
 

“...non-invasive BCIs using visually evoked potentials are estimated to produce comparable 
spelling rates52 and can potentially be trained with little or no neural data53” 

 
One of our motivating factors for using an implanted ECoG device is to reduce the amount of time a 
research technician must spend with the BCI user for not only updating or recalibrating the decoder but 
also for setting up the appropriate hardware and software components. Though creating a spelling 
application without requiring any training data (Thielen et al, 2021) is an important step toward 
minimizing this interaction time, frequent application and maintenance of external EEG sensors by a 
caregiver or technician would still be necessary. On the other hand, ECoG electrodes do not necessitate 
such maintenance, and in our study, the only required connection was the attachment of a recording 
headstage (with a micro-HDMI cable) to the surgically implanted pedestal. Notably, the communication 
strategy demonstrated in this paper did not require daily training and only required initial collection of 
training data and then daily calibration that required 1 minute. In the future we envision that this 
connection will be maintained at least over multiple days (perhaps longer) without requiring such daily 
calibration. However, for our ECoG-based BCI system to function using signals from our chosen site of 
implantation (see response to Major remark 4 for reference), it was necessary to train our decoder with 
prior data; we will continue to explore strategies for minimizing this amount of training data. 



 
Further, we would like to briefly acknowledge that the c-VEP approach ultimately relies on reliable eye 
gaze to focus on the character that the user wishes to type. Though eye movements are initially 
preserved in ALS, they can deteriorate as the disease progresses as we mention in the bottom of 
paragraph 5 of the Discussion: 
 

“However, control strategies based on eye movements may cause eyestrain during long 
periods of use27–29 and worsen as residual eye movements can deteriorate in late-stage 
ALS30–33” 

 
Though the residual upper-limb movements of the participant in our study will also deteriorate, we 
expect that modulation of signals in the upper-limb motor cortex from such attempted movements 
would still be observed and usable for BCI on a long timescale [3,4 (refs. 1,18 in revised manuscript)]. 
Note that even though Pels et al., 2021 [4] observed a steady decrease in high frequency band power, 
this decrease occurred over a time scale of roughly three years and modulation of these signals 
remained usable for BCI control during that time period. We have acknowledged this in paragraph 2 of 
the Introduction as motivation for our study: 
 

“...a participant with ALS attempted hand movements to generate brain clicks, in turn 
controlling a switch-scanning spelling application. These brain clicks were detected from a 
single pair of electrodes on the surface of the hand area of the contralateral motor cortex1. 
Though the participant used these brain clicks to communicate in her daily life for more 
than 3 years18...” 

 
[1] Verbaarschot, C. et al. A visual brain-computer interface as communication aid for patients with 
amyotrophic lateral sclerosis. Clinical Neurophysiology 132, 2404–2415 (2021). 
 
[2] Thielen, J., Marsman, P., Farquhar, J. & Desain, P. From full calibration to zero training for a code-
modulated visual evoked potentials brain computer interface. J. Neural Eng. (2021) doi:10.1088/1741-
2552/abecef 
 
[3] Vansteensel, M. J. et al. Fully Implanted Brain–Computer Interface in a Locked-In Patient with ALS. N 
Engl J Med 375, 2060–2066 (2016). 
 
[4] Pels, E. G. M. et al. Stability of a chronic implanted brain-computer interface in late-stage 
amyotrophic lateral sclerosis. Clinical Neurophysiology 130, 1798–1803 (2019). 
 

Minor remarks: 
------------------------ 
 
(1) Line 36: please clarify what happened when you re-trained the classifier. You collected new training 
data on that day and tested in the following 21 days? Or did you train and test on the same day? 
 
Thank you for this suggestion. We have clarified in the Abstract and in paragraph 2 of Click detector 
retraining due to transient performance drop that the new training data was collected six days before 
BCI use. We have copied the modified text below in both locations for the reviewer’s convenience 
(relevant modifications in blue): 



 
Abstract 
“Though a transient reduction in signal power modulation interrupted testing with this fixed 
model, a new click decoder can achieve comparable performance despite being trained with 
even less data collected six days before BCI use (< 15 min, within one day).” 
 
Click detector retraining due to transient performance drop 
“The new click detection algorithm used a total of 15 min of training data, which was all 
collected within one day, six days before BCI use (Day 309 post-surgical implantation, 
Supplementary Fig. 17a)” 

 
(2) Line 50: Add that the training data was recorded on different days than you tested. For example: 
"Our algorithm was trained using less than one hour’s worth of brain signals recorded several days prior 
to testing the algorithm. The algorithm then performed reliably for a period of three months without 
any retraining." 
 
Thank you for this suggestion. We have included it in the Plain Language Summary and copied it below 
for the reviewer’s convenience (modifications in blue): 
 

“Our algorithm was trained using less than one hour’s worth of recorded brain signals 
recorded several days prior to testing the algorithm. The algorithm then performed reliably 
for a period of three months without any retraining.” 

 
(3) Line 62-63: you comment on the use of micro-electrodes on the long term, but micro-electrode 
arrays have been shown to record reliably for up to 7 years in a row (Hughes et al., 2020)! In addition, 
deep-brain stimulation electrodes have been shown to reliably perform for extended periods of time 
too. 
 
We appreciate the reviewer referring us to the Hughes et al. (2020) study. However, even in that study, 
we found that the authors report “the number of electrodes with high-amplitude recordings decreased 
significantly over time on both platinum-motor and SIROF-sensory electrodes” and indeed have gone on 
to show that “all signal quality metrics decreased over time” as they originally stated in their preprint. 
We have, however, incorporated the Hughes et al. (2020) [ref. 14 in revised manuscript] study into our 
Introduction as a motivating factor for ECoG implantation. 
 

“Although sophisticated capabilities of MEA-based BCIs have been reported, signal 
attrition12–14 may affect long-term performance...” 

 
We also thank the reviewer for encouraging us to consider acknowledging electrodes for deep-brain 
stimulation (DBS). However, we believe that the comparison to such electrodes is out of the scope of our 
current study. Though these electrodes (and perhaps other electrodes for purposes of which we may not 
be aware) may perform reliably for their use cases over extended periods of time, we are not aware of 
any study in which long-term functionality of such electrodes was analyzed within the context of brain-
computer interface research. 
 
(4) Line 67: please define what you mean by "chronic". How long does the implant need to exist for it to 
become "chronic"? 
 



We thank the reviewer for this question. We have clarified this term to mean greater than 30 days in 
paragraph 1 of the Introduction (modifications in blue): 
 

“However, the utility of ECoG for chronically (> 30 days) implanted BCIs has only been tested 
in a few participants.” 

 
(5) Line 148-149: what task did the participant perform to assess the relevant cortical areas for 
implantation? 
 
Thank you for this question. In paragraph 2 of the Neural implant section we have added the tasks that 
the participant was instructed to perform during fMRI, we describe the use of somatosensory evoked 
potentials to identify the central sulcus, and the use of vibrotactile stimulation of individual fingers for 
high gamma responses (modifications in blue): 
 

“The locations of targeted cortical representations were estimated prior to implantation 
using anatomical landmarks from a pre-operative structural MRI, functional MRI (sequential 
attempted finger tapping, tongue movement, and humming), and intraoperative 
somatosensory evoked potentials, and intraoperative high gamma responses to vibrotactile 
stimulation of the individual fingers.” 

 
(6) Figure 1: can you increase the size of subfigure h? It is a bit small to see clearly 
 
Thank you for the suggestion. We have increased the size of the left and right panels of subfigure h (top: 
before, bottom: after): 
 

 
 
We have also added a sentence in the caption of subfigure h to clarify the small text in the panals: 

“The example sentence shown is “the birch canoe slid on the smooth planks” 
 

(7) Line 188: the ISI is chosen between a lower an upper bound. What were these bounds? 
 
We apologize for this confusion. We have clarified in paragraph 2 of Training task that the reader may 
refer to Supplementary Table 1 for the ISI for each training block (modifications in blue): 



 
“The length of each ISI was randomly chosen to vary uniformly between a lower and upper 
bound (Supplementary Table 1) to reduce anticipatory behavior.” 

 
We have also copied Supplementary Table 1 below for the reviewer’s convenience (modifications in 
blue):  
 

 
Supplementary Table 1 | Experimental parameters for training data collection. For each block during sessions 1 
and 2 the participant performed one set of 50 trials whose ISIs were jittered between 3.5 - 4.5 s. For each block 
during sessions 3 and 4, we introduced a 90 s rest period after each of three sets of trials during which the 
participant was asked to remain still and fixate his eyes on a Rest stimulus. On session 4, we reduced the number 
of trials per/ set from 50 to 30 due to the participant’s difficulty in focusing throughout the duration of the task. 
The ISI for sessions 3 and 4 was jittered between 3 - 6 s to further reduce anticipatory behavior. The above sessions 
were used to train the original click detector.  

 
(8) Line 236: what does "randomly downsample" mean? How can the rest class be overrepresented if 
you have balanced rest and grasp classes? 
 
We apologize for this confusion. We have included the following explanation in a new section called 
Equal class sizes for training:  
 

“Since 800 ms of data per-trial were labeled as grasp (see Label assignment), while the 
remainder of the time in the trial (tremainder = tmin ISI + tGo – 800 ms ≥ 2,300 ms) was labeled as 
rest, the rest class was overrepresented and therefore randomly downsampled such that 
the decoder would be trained on a balanced dataset of rest and attempted grasping 
sequences. Note that tremainder is at least 2,300 ms because the minimum ISI was 3 s, while 
the duration of the visual cue “Go” was 0.1 s.” 

 
We have also clarified in the first sentence of the Model architecture paragraph that each 1 s sequence 
for the RNN was labeled according to only the sequence’s leading edge (modifications in blue). 
 

“We designed an RNN recurrent neural network in a many-to-one configuration to learn the 
temporal dynamics changes in HG power over sequences of 1 s (Supplementary Fig. 7) with 
each sequence associated with only the label at the leading edge of the sequence.” 

 
(9) Line 283: why a lock-out period of 1 second? Why not longer or shorter? 
 
We chose a lock-out period of 1 second with the only constraint being that a click detected at the lowest 
possible voting threshold would not produce a second click from the same movement. Thus, we chose 1 
second because none of the attempted grasps produced modulation lasting longer than 1 second 
(indeed modulation seemed to last only 700-800 ms). The participant did not report any discomfort with 
this lock-out period and therefore we did not perform a deeper analysis into a more optimal lock-out 



period. However, we will investigate this parameter in our future work. 
 
(10) Line 347: please include your reasoning for choosing specific voting thresholds. This information is 
provided in Supplementary Note 6. I would include this in the main paper. 
 
Thank you for this suggestion. We did not include this in the main text of the manuscript because we did 
not take the systematic approach described in Supp Note 6 when training our original fixed model. After 
the participant informed us that he would prefer increased sensitivity (reducing the voting threshold 
down from 7 votes), we initially aimed to take the approach we described in Supplementary Note 6. 
However, we discovered a mistake in our code for online click detection in which alternative voting 
thresholds that were set to lower than 7 votes were automatically set to 4 votes. Fortunately, the 
participant preferred using the click detector with the 4-vote threshold compared to that with the 7-vote 
threshold. We corrected this mistake and repeated the analysis we originally intended with the new 
fixed detector, as described in Click detector retraining due to transient performance drop.  
 
(11) Lines 413-420: this seems more Methods than Results. It feels like this is a repetition of information 
that I already read. Maybe only mention this in the Methods? 
 
Thank you for this suggestion. We’ve integrated most of the sentences in this paragraph to appropriate 
Methods sections, copied below for the reviewer’s convenience (modifications in blue): 
 

“Training task 
Training data was collected across four sessions (six training blocks in total) spanning 1516 
days (Fig. 2a). We defined Day 0 as the last session of training data collection.” 
 
“Spelling application 
...However, after several sessions of spelling and feedback from the participant, on Day +81 
we reduced the voting threshold requirement to a 4-vote threshold (any 4/7 classifications 
within the running voting window needed to be grasp to initiate a click). This is because the 
participant reported that he preferred increased sensitivity despite a possible increase in 
false positive detections. We again enforced a lock-out period of 1 s.” 
 
“Online switch-scanning 
Using the communication board, the participant was instructed to navigate to and select 
one of the keys verbally cued by the experimenter. If the participant selected the incorrect 
row, the cued key was changed to be in that row. Once a key was selected, the switch-
scanning cycle would start anew (Supplementary MovieVideo 1, Fig. 3a, Supplementary Fig. 
8). We recorded one session with the communication board on Day +21 after the 
completion of training data collection (Fig. 2b)... 
 
...We recorded blocks with the switch-scanning spelling application across 17 sessions.” 

 
 
(12) Figure 2: please increase the font size on the x and y axes. 
 
Thank you for this suggestion. We have increased the font size in Fig. 2 (top: before, bottom: after): 



 

 
 
(13) Figure 4: please increase the font size of b, d, and f. 
 
Thank you for this suggestion. We have increased the font size in Fig. 5 (formally Fig. 4) b, d, and f (top: 
before, bottom: after): 

 



 
 
(14) Please include Supplementary figures 8 and 9 in the main text. These depict your main 
experimental task and belong in your main text. 
 
We appreciate the reviewer’s suggestion and agree that the depictions of the main experimental task 
belong in the main text. We have added this figure (Fig. 3) after the Spelling application section in our 
revised manuscript. We have made all the necessary changes in referencing the figures which follow 
(i.e., Figs. 3,4 are now Figs. 4,5). 
 

 
“Figure 3 | Switch-scanning applications. The participant was instructed to select an experimenter-cued 

graphical button (a) or to spell the sentence prompt (pale gray text) (b) by timing his clicks to the appropriate 

highlighted row or column during the switch-scanning cycle. For a detailed description of (a) and (b), refer to 

Supplementary Figs. 8 and 9, respectively.” 

 
However, due to the lengthy but thorough descriptions for each application, we have decided to leave 
these figures as Supplementary Figs. 8 and 9 as well.  
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Reviewer #2 Continued: Responses to comments from manuscript PDF: 
 
Lines 34-36 (Abstract/Results):  
10-12 characters per minute using ECoG and c-VEP (Martinez-Cagigal et al., 2021). This method does 
not need any training data, or can even work with less than 1 minute of training data. A speller allows 
you to say anything you want. This click-decoder is limited to the available options. Does the 
sensorimotor cortex activity remain stable as ALS progresses? Visual cortex maybe less affected... 
 
Thank you for pointing out this study to us. We have acknowledged this work in the Discussion 
(modifications in blue): 
 

"... non-invasive BCIs using visually evoked potentials are estimated to produce comparable 
spelling rates52 and can potentially be trained with little or no neural data53."  

 
Please refer to our response to Major remark 5 for details. Further, ALS is a progressive disease 
primarily of motor neurons. Despite this, we are encouraged by recent clinical trials that demonstrated 
stable decoding of signals from motor cortex for years (Please refer to our response to Major remark 4 
for details). However, it remains to be seen how the disease progression will affect signals from the 
sensorimotor cortex of our participant in the future. 
 
Finally, though visual cortex may be less affected by disease progression, eye-movements can 
deteriorate over time. These eye-movements would be necessary for controlling any decoder based on 
visually evoked potentials.  
 
Please refer to our response to Major remark 5 for details. 
 
 
Line 36 (Abstract/Results): 
But also tested on that same day? 
 
Thank you for this question. We clarified in our revised manuscript that the new fixed model was tested 
six days after data collection. Please refer to our response to Minor remark 1 for details. 
 
 
Line 47 (Plain Language Summary): 
I would not call this a "spelling" application. It is more like a menu/button selection.  
 
Thank you for this suggestion. However, the sole purpose of the application the participant used for 
spelling was primarily spelling. This spelling application could not be used for any other purpose. 
 
 
Line 49 (Plain Language Summary): 



It is a mouse-click task! 
 
Yes, the output of our click detector is a click, akin to a mouse click by an able-bodied participant. We 
used the term “mouse-click” in the Plain Language Summary as we believe it can more clearly 
communicate the message of this paper to an audience not familiar with click-BCIs or BCIs in general. 
We chose this term over “brain-click” or “detected click”, etc. 
 
Line 51 (Plain Language Summary): 
add: recorded across several days prior to testing the algorithm. 
 
Thank you for this suggestion. We have added this into our Plain Language Summary. Please refer to 
our response to Minor remark 2 for details. 
 
 
Line 53 (Plain Language Summary): 
Isn't it odd to decide to use a motor command for paralyzed people? Why not a selective brain 
response to tactile or visual stimuli? 
 
Thank you for this question. We chose to use an attempted movement due to the success from previous 
clinical trials, in which attempted movements were also used to control a click. Please refer to our 
response to Major remark 4 for details. 
 
Line 59 (Introduction): 
Did the user use the application by him/herself for an extended period of time? Is this application what 
the user wants? 
 
Thank you for these questions. The participant used the fixed click detector for three months without 
retraining or updating, albeit under supervision from the study team in the laboratory.  
 
Click detection with switch scanning is one of several BCI control strategies that we are exploring in the 
CortiCom clinical trial. It represents the most basic and potentially one of the most stable and reliable 
means of communication. We chose to explore this particular strategy based on experience from 
previous BCI studies, but our participant did appreciate the potential utility of this approach.  
 
 
Line 67 (Introduction): 
Long-term?? ECoG electrodes are typically implanted less than 2 weeks! Whereas microelectrodes have 
been shown to be functional for over 7 years!! And what about Deep Brain stimulation devices? Those 
remain functional for years too! 
 
Thank you for this suggestion. However, we found that long-term MEA signal quality metrics actually 
decreased in the paper referred to us by the reviewer. Additionally, we believe that comparison to DBS 
electrodes is out of scope of the current study as those electrodes serve primarily a fundamentally 
different purpose (stimulation) than the recording electrodes used for brain-computer interface. Please 
refer to the response to Minor remark 3 for details.  
 
 
Line 68 (Introduction): 



Define "chronic" 
 
Thank you for this suggestion. We have defined "chronic" as greater than 30 days (> 30 days). Please 
refer to the response for Minor remark 4 for details. 
 
 
Line 149 (Neural implant): 
What kind of task was used to assess these locations? 
 
Thank you for this suggestion. We have added the tasks that the participant was instructed to perform 
during the fMRI. Please refer to our response to Minor remark 5 for details. 
 
 
Line 153 (Figure 1): 
These images are a bit too small to see accurately 
 
Thank you for the suggestion. We have increased the size of the left and right panels of subfigure h. 
Please refer to our response to Minor remark 6 for details. 
 
 
Line 162 (Figure 1 Caption): 
Why an RNN? Is that necessary? Seems like a linear decoder may also suffice 
 
Thank you for this question. We appreciate the reviewer's concern that the choice of the decoding 
model should be appropriately chosen for the corresponding experimental task. We retrospectively 
agree with the reviewer that for the simple task of detecting clicks from attempted grasping 
movements, a simple linear classifier would have likely performed just as well. Please refer to our 
response to Major remark 3 for details. 
 
 
Line 163 (Figure 1 Caption): 
Why 7? 
 
A voting length of 7 votes corresponds to 700 ms, roughly the time duration of the participant's 
movements. Though we labeled 800 ms worth of training data per-trial as movement (see Model 
architecture and training), we heuristically estimated that 8 votes generated too low a sensitivity. 
 
 
Line 182 (Training task): 
So actual movement is performed. Would it also work with imagined movement? Or at least no overt 
movement result? 
 
Thank you for this question. We have not thoroughly investigated the potential of imagined movements 
for click detection. However, it may be worth investigating in the future alternative control strategies 
such as imagined movements. Please refer to our response to Major remark 4 for details. 
 
 
Line 188 (Training task): 



What were these bounds? 
 
We apologize for the confusion. We have clarified in paragraph 2 of the Training task section in the 
revised manuscript that the reader may refer to Supplementary Table 1 for the ISI of each training block. 
Briefly, the bounds were either 3-6 s or 3.5-4.5 s post-visual cue. Please refer to our response to Minor 
remark 7 for details. 
 
 
Line 190 (Training task): 
were 
 
Thank you. We have fixed this grammatical error in the revised manuscript. 
 
 
Line 231 (Model architecture and training): 
A "long" short-term memory? That seems confusing wording 
 
We apologize for the confusion. An LSTM is an acronym for "long short-term memory," and is a 
commonly used type of RNN. 
 
 
Line 232 (Model architecture and training): 
Why these specific parameters? 
 
We aimed to allow the participant to use the BCI as soon as possible, and so we used the neural 
network hyperparameters that we initially chose when testing the model offline using cross-validation. 
We did not optimize for these hyperparameters as we believe that such optimizations would not have 
significantly improved the model performance for the simple task of detecting clicks. Further, given that 
the model with this set of hyperparameters achieved high cross-validation accuracy offline and high 
performance in real-time, we continued using these hyperparameters throughout the rest of the 
experiment.  
 
 
Line 236 (Model architecture and training): 
What does randomly downsample mean? How is the rest class overrepresented if you have a balanced 
dataset of rest and attempted grasp sequences? 
 
We apologize for the confusion. The rest class was overrepresented in terms of samples in the training 
data. This is because the shortest time between trials was 3 s ISI. Per-trial, there were also another 100 
ms for the visual cue. Together, these make up 3,100 ms per-trial. Then, 800 ms of that per-trial time 
was labeled as grasp, which left at least 2,300 ms worth of samples being labeled as rest. We have 
added further clarification in a section called Equal class sizes for training. Please refer to our response 
to Minor remark 8 for details.  
 
 
Line 282 (Medical communication board): 
Why 10 votes? 
 



Thank you for this question. We initially visually estimated that the duration of the participant's 
attempted movements was around 1 s. This translated into 10 votes, each representing 100 ms 
increments of data. 
 
 
Line 284 (Medical communication board): 
Why 1 second? Why not shorter or longer? 
 
We chose a lock-out period of 1 second with the only constraint being that a click detected at the lowest 
possible voting threshold would not produce a second click from the same movement. Thus, we chose 1 
second because none of the attempted grasps produced modulation lasting longer than 1 second 
(indeed modulation seemed to last only 700-800 ms). The participant did not report any discomfort with 
this lock-out period and therefore we did not perform a deeper analysis into a more optimal lock-out 
period. However, we will investigate this parameter in our future work. 
 
 
Line 329 (Sensitivity and click rates): 
So a false negative is when the amount of detected grasps in a row does not meet the 10 or 7 voting 
requirement? 
 
Thank you for this question. More specifically, a false negative occurs when the voting threshold of the 
most recent set of votes (7 votes or 10 votes, for example) is not met within 1.5 s of the onset of 
attempted grasp. However, if this number is met after the 1.5 s window, it is considered a false positive. 
 
 
Line 351 (Click latencies): 
So 10 vote was 1sec? Why this long latency? Did it not work when it was shorter? 
 
Thank you for this question. We initially chose a conservative value for our voting threshold such as to 
avoid false positive detections. Heuristically, we lowered this value in later experiments. 
 
 
Line 418 (Long-term usage with a fixed click detector): 
This is Methods, not Results. Some things are repeated, I don't think that is necessary here. 
 
Thank you for this suggestion. We have integrated most of the sentences from this paragraph into the 
appropriate Methods sections. Please refer to our response to Minor comment 11 for details. 
 
 
 
Line 421 (Long-term usage with a fixed click detector): 
consecutive days? 
 
Thank you for this suggestion. We have clarified this in the last sentence of Long-term usage with a 
fixed click detector (modifications in blue): 
 

“We found that the decoder performance remained robust over a period of 111 days.” 
 



 
Line 423 (Figure 2): 
Please slightly increase the font size 
 
Thank you for this suggestion. We have increased the font size. Please refer to our response to Minor 
comment 12 for details. 
 
 
Line 462 (Switch-scanning performance): 
It is pretty good indeed 
 
Thank you. 
 
Line 484 (Switch-scanning performance): 
So this was new training data? Collected that day? 
 
Thank you for this question. We have clarified in the Abstract and Methods that the data for the new 
fixed click detector was collected six days before use. Please refer to the response to Minor remark 1 
for details. 
 
 
Line 533 (Figure 4): 
Please increase the font size on these b, d and f plots. 
 
Thank you for this suggestion. We have increased the font size. Please refer to our response to Minor 
remark 13 for details. 
 
 
Line 588 (Discussion): 
I miss the opinion of the participant about the application in this paper. 
 
We appreciate the reviewer's concern for the participant's experience. We have included metrics of the 
participant's experience with the spelling application administered via the NASA Task Load Index (NASA-
TLX). Please refer to our response to Major remark 2 for details. 
 
 
Line 600 (Discussion): 
How does this BCI performance compare to other communication aids? So eyetracking or joystick only? 
A brain surgery is quite something to do! Here you only need a yes or no, so one output signal. This 
may be more easily achieved by EMG or eyetracking. Way less invasive. 
 
Thank you for this question. We have added in the Discussion that " non-invasive BCIs using visually 
evoked potentials are estimated to produce comparable spelling rates52 and can potentially be trained 
with little or no neural data53.” 
 
We would also like to emphasize that eye-tracking is often not a feasible solution for individuals with 
ALS due to the possible deterioration of their eye-movements. In addition, because the participant will 



eventually lose motor capabilities, decoding EMG signals or using assistive devices, like joysticks, which 
require motor input may not be feasible for use. 
 
Please refer to our response to Major remark 1 for details. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Reviewer #3 (Remarks to the Author): 
 
This study demonstrates an ECoG-based single click decoder that has long-term stability for over three 
months, trained on very small amount of neural data. The authors address a fundamental requirement 
of stable decoder performance over long periods without recalibration for practical BCI applications, 
leveraging the well-known stability of ECoG signals. The manuscript is clearly presented. I have some 
comments, questions and suggestions regarding framing of the problem in the context of current click 
BCIs, exploration of some results and limitations of this approach.  
 
Click BCI is not a new concept, as authors have discuss, however, I feel that the novelty of this particular 
work could be fleshed out more in comparison to the merits of ECoG as a stable neural signal. Authors 
point out in Introduction (line 62) that MEA BCIs can have sophisticated capabilities but use outside 
research environment is limited. However, this is true of all types of current BCIs. Also, long-term safety 
and efficacy of MEAs in humans have been demonstrated consistently for two decades, and is not just 
the characteristic of ECoG (line 65). New research in MEA BCIs show that frequent decoder recalibration 
might not be required with advance online unsupervised training methods that run in the background 
during online BCI use (e.g., CORP) so this might not be a limiting factor. Regarding the amount of 
training data required, it is mentioned that stent-electrode based BCI studies also required 1 or more 
sessions of data (line 77) which indicates that training on small amounts of data from single session has 
been shown before with ECoG-like signals. In view of these arguments, I think the introduction should 
be framed to justify strengths of this work. Single command BCIs are common with EEG and have 
shown decent performance in various studies using different paradigms, hence this should also be 
discussed. 
 
Thank you for these critiques and suggestions. We have rewritten the Introduction to present a stronger 
case for ECoG-based click-detectors by highlighting their signal stability while also better addressing the 
shortcomings of previous ECoG-based click detectors.   
 
We agree with the reviewer that use outside of research environments is limited for all BCIs and that the 
safety and efficacy of human MEA implants has also been extensively investigated. Therefore, we have 
removed our comments regarding MEA out-of-lab use and comments regarding better safety and 
efficacy pertaining to ECoG implants. Further, we also agree with the reviewer that CORP is a promising 
new methodology for unsupervised training of MEA-based decoders using corrected text outputs and we 
are excited to see how this research advances. We have included this in paragraph 1 of the Introduction.  
 

“Nevertheless, there have been promising advances in online recalibration by correcting text 
outputs using language models16.”  
 

Additionally, we agree with the reviewer that EEG-based BCIs are also effective for single-command 
detection and have been used in a variety of paradigms. We have also commented on this in paragraph 
1 of the Introduction. 
 

“On the other hand, EEG-based BCIs can be effective for single-command decoding, which 
has been used in a variety of paradigms17.” 
 
 



The stability of the decoder shown in the results is remarkable. It could be useful to show a plot with 
the accuracy of each real-time session (computed offline) using the most updated decoder trained on 
all available prior sessions data to assess the maximum performance (upper bound on the accuracy) the 
decoder could have had in comparison to the fixed decoder currently used. 
 
We thank the reviewer for appreciating the remarkably stable performance of the decoder we report in 
this manuscript. We have computed the sensitivity of each session, using a model trained on data from 
spelling blocks on all previous sessions. We have explained this procedure in a new Methods section 
called Model updates using previous spelling blocks, which we have copied below. 
 

“Model updates using previous spelling blocks 
To assess whether the spelling task itself could function as a modality by which to collect 

further training data, we trained “updated” classification models with data from spelling 

blocks of preceding sessions. We then simulated performance of these models on spelling 

blocks from the subsequent sessions. For example, the simulated performance of a click 

detector trained on data from all spelling blocks recorded up until and including day d was 

evaluated on all spelling blocks from day d+1. We used largely the same procedure to train 

each updated model as we did for the original fixed model, with only two differences. First, 

we determined the onset and offset times of the re-aligned trial averaged HG power traces 

relative to the start of attempted movement rather than a “Go” cue, which was not present 

during the spelling blocks. Second, since two attempted grasps could have occurred within a 

very short duration of each other (e.g., clicking into a row followed by clicking into the first 

column), we excluded from training all attempted grasps which occurred less than 3 s (the 

minimum jittered ISI, Supplementary Table 1) after a preceding attempted grasp. As 

described in Sensitivity and click rates, sensitivity using the original fixed detector was 

computed by determining the number of click detections (occurring as visual feedback to 

the participant) that occurred within 1.5 s after the onset of an attempted grasp. Since our 

offline analysis simulated algorithmic detection (and not on-screen clicks), we therefore 

shifted all click detections by 200 ms to account for the consistent delay between 

algorithmic detection and on-screen click mentioned above. TPF and FPF were computed as 

described above. We again only used data from online spelling sessions during which the 

click detector operated with the 4-vote voting threshold. The seed update model was 

trained on the third block of the online spelling session on Day +81 (Fig. 2b).” 

 
We have also added the results of this simulation analysis in paragraph 2 of a new results section 
labeled Simulation performance and in a new Supplementary Fig. 12, both copied below. 
 

“We compared the simulated performance metrics (sensitivity, TPF and FPF) of the original 
fixed click detector to simulated metrics from click detectors with updated models trained 
on data from all preceding spelling blocks (Supplementary Fig. 12). The simulated median 
detection sensitivity of these updated click detectors was 99.0%, which was higher than the 
97.3% simulated sensitivity of the original fixed detector (W = -3.098, P = 0.002, two-sided 
Wilcoxon Rank-Sum test). Correspondingly, the simulated median TPF of the updated click 
detectors was 11.711 per min, slightly higher than the 11.574 per min simulated TPF of the 
original fixed detector (W = 2.468, P = 0.014, two-sided Wilcoxon Rank-Sum test). However, 
the simulated FPF of the updated click detectors was 0.641 per min (38.46 per h), higher 



than the 0.157 per min (9.42 per h) simulated FPF of the original fixed detector (W =2.941, P 
= 0.003, two-sided Wilcoxon Rank-Sum test).” 

 
Supplementary Fig. 12 | Click detector performance using updated models. For all metrics, only spelling 
sessions in which the click detector operated with a 4-vote threshold are used. Dark and pale markers represent 
simulated metrics using the updated and original fixed click detectors, respectively. (a) Simulated sensitivity of 
click detection for each session. (b) Simulated true-positive and false-positive frequencies (TPF and FPF) 
measured as detections per minute. 

 
Finally, we discuss these results in paragraph 4 of the Discussion, also copied below for the reviewer’s 
convenience (relevant text in purple): 

 

“The robust changes in HG modulation likely contributed to the high simulated performance 

of the click detectors that were trained on subsets of the original training data. Nonetheless, 

the results of our simulated model updates suggest that periodically updating fixed models 

with recent training data may enable higher sensitivity. The concurrent increase in FPF was 

likely due to training on false positive-inducing features that occurred independently of 

attempted grasping and were consequently labeled as rest. Though recent advances in 

unsupervised label correction have been primarily used for online retraining of speech 

models16, it may be possible to apply analogous methods to click detector outputs for 

relabeling such false positive-inducing features.” 

 
 
In figure 3, please also show the accuracy of the system along with sensitivity as well as the confusion 
matrix of classification (like fig 4) for three groups: (1) cross-validated results on training sessions, (2) 7-
vote real-time sessions and (3) 4-vote real-time sessions for complete understanding of the decoder 
performance. 
 
Thank you for your suggestions. We would first like to clarify that the confusion matrices shown in Fig. 5 
(previously Fig. 4) represent cross-validated accuracy of models trained on the 9 held-out folds of the 
training data, as the reviewer suggests in (1). Specifically, all the original training data for the fixed 
model was split into 10 folds used for repeated cross-validation, resulting in the confusion matrix shown 
in Fig. 5b with an accuracy of 92.9% (“the mean accuracy from repeated 10-fold cross-validation (CV) 
was 92.9% (Fig. 4b)”). We have clarified this approach in paragraph 2 of Channel contributions and 
offline classification comparisons and have copied it below for the reviewer’s convenience (modifications 
in purple): 
 



To inform whether models trained with HG features from these smaller subsets of channels 
could retain robust click performance, we computed offline classification accuracies using 
10-fold cross-validation (see Cross-validation) of the training data. We repeated cross-
validation (see above) such that for each of the 10 validation folds a set of 20 accuracy 
values was produced. We then took the average of these 20 values to obtain a final 
accuracy for each fold. For each subset of channels, a confusion matrix and accuracy value 
were generated using the true and predicted labels across all validation folds and all 
repetitions. We compared these results to those generated by using features from all 
channels. 

 
However, we have also added a paragraph in the Channel contributions and offline classification 
comparisons section describing the computation of the confusion matrix and accuracy from the 7-vote 
online sessions and the 4-vote online sessions, copied below. 
 

“Finally, we computed the confusion matrix and classification accuracy value across all 
spelling blocks in which the click detector operated with a 7-vote threshold and with a 4-
vote threshold using the original fixed model (trained on features from all channels). As 
described in Model updates using previous spelling blocks true grasp labels were assigned 
to each trial within the bounds of the onset and offset of the re-aligned trial averaged HG 
power traces relative to the attempted movement start. Again, data corresponding to 
attempted grasps which occurred less than 3 s after a preceding attempted grasp were 
excluded from labeling. All other samples were labeled as rest. An equal amount of rest and 
grasp samples were used for computing the confusion matrix and corresponding accuracy.” 

 
We have also added these results to paragraph 2 in Switch-scanning performance and in Supplementary 
Fig. 10, copied below for the reviewer’s convenience (modifications in purple). 
 

“Using the switch-scanning spelling application (from Day +46 to Day +111), the click 
detector achieved a median detection sensitivity of 94.9% using a 7-vote threshold, and a 
significantly increased sensitivity of 97.8% when using a 4-vote threshold (W = -1.898, P = 
0.057, two-sided Wilcoxon Rank-Sum test; Fig. 4a). Offline classification accuracies across all 
spelling blocks where a 7-vote and 4-vote threshold were used was 90.8% and 93.6%, 
respectively (Supplementary Fig. 10).” 

 
Supplementary Fig. 10 |Offline confusion matrices of spelling blocks. The confusion matrices on a sample-by-
sample basis of all spelling blocks where the original fixed click detector operated with a 7-vote (a) and 4-vote 
(b) threshold. 

 



 
 
 
Looking retrospectively, what is the minimum amount of data required to get the highest real-time 
accuracy? In other words, what would be the decoder accuracy as a function of the amount of training 
data. 
 
Thank you for this suggestion. We performed simulations where we explored the click detector’s 
performance using subsets of the original training data. We have described this in detail in the 
Performance as a function of training trials section in the Methods, copied below: 
 

“Performance as a function of training trials 
We investigated the relationship between the number of trials used for training the 
classification model and the resulting simulated performance of a click detector (sensitivity 
and FPF). This was done to determine whether similar performance to online spelling could 
have been achieved using a click detector model trained on fewer trials. To do this, we 
trained classification models with various numbers of training trials and tested them offline 
on data collected from online spelling sessions. Using the training procedure described 
above, we trained six models, each trained with an additional block’s worth of data 
(Supplementary Table 1) compared to the preceding model. As such, six models were 
trained on data containing either 50, 100, 150, 300, 390, or 480 trials (3.77, 7.56, 11.34, 
25.43, 34.68, and 43.92 min, respectively). Note that the click detector model used for 
online spelling was trained on the same 480 trials, the entirety of the original training 
dataset. The models were tested on data from each online spelling block during which the 
click detector operated with a 4-vote voting threshold. Models were not tested on spelling 
blocks in which a 7-vote threshold was used because for a majority of these sessions (Days 
46-56), there was no audio-synchronization cue to align the neural data recorded by the 
Neuroport system (and the resulting click-detections from simulation analysis) with the 
recorded video frames. As such, it was not possible to accurately determine when the 
simulated click detections would have occurred relative to the onset of attempted grasp. 
Sensitivity and FPF were computed as described in Sensitivity and click rates. Then, for each 
specific number of training trials, we computed the across-session median sensitivity and 
FPF.” 

 
We have also added the results of these simulations in the paragraph 1 of the Simulation performance 
section and supplementary Fig. 11, both copied below: 
 

“The six click detectors trained on 50, 100, 150, 300, 390, and 480 trials achieved simulated 
median sensitivities of 84.3%, 91.4%, 93.5%, 87.16%, 95.8%, and 95.8% and FPFs of 0.154, 
0.221, 0.321, 0.177, 0.195, and 0.096 per min respectively, (Supplementary Fig. 11). The 
simulated median sensitivity and FPF of any of the click detectors trained on 50, 100, 150, 
300, or 390 trials were not significantly different from the simulated median sensitivity and 
FPF of the click detector trained on all the original training data (480 trials) (for all 
comparisons P > 0.05, two-sided Wilcoxon Rank-Sum test).” 
 



 
Supplementary Fig. 11 | Click detector performance as a function of training data. Simulated sensitivity (a) 
and FPF (b) are shown in relation to the number of trials used for training the corresponding click detector. For a 
specific number of training trials, the simulated sensitivity and FPF of the click detector are shown across all 
sessions in which the click detector operated with a 4-vote threshold (pale markers). The simulated median 
sensitivity and FPF values are shown as bold markers.  

 
Finally, we have acknowledged in paragraph 4 of the Discussion that it may be possible to train a model 
with even fewer trials due to the robust changes in HG modulation, while simultaneously maintaining a 
high performance (relevant text in purple): 
 

“The robust changes in HG modulation likely contributed to the high simulated performance 

of the click detectors that were trained on subsets of the original training data. Nonetheless, 

the results of our simulated model updates suggest that periodically updating fixed models 

with recent training data may enable higher sensitivity. The concurrent increase in FPF was 

likely due to training on false positive-inducing features that occurred independently of 

attempted grasping and were consequently labeled as rest. Though recent advances in 

unsupervised label correction have been primarily used for online retraining of speech 

models16, it may be possible to apply analogous methods to click detector outputs for 

relabeling such false positive-inducing features.” 

 
 
 
It’s not clear to me whether the correct characters per min and correct words per min reported in fig 3 
are calculated for selecting single characters (number of actual clicks) or on the output of 
autocomplete, which would require fewer clicks but inflate the CCPM/CWPM. 
 
Thank you for raising this concern. We have modified the last sentence of Spelling rates to clarify that all 
analyses of spelling performance were based on spelling done with autocompletion options 
(modifications in purple): 
 

“Note that all spelling was performed with assistance of autocompletion options from the 
language model and subsequently all analyses of spelling performance were based on this 
assisted spelling.” 

 
 
 
 
Supplementary fig 2 shows very strong event-related desynchronization (ERD) in lower frequencies 
around beta band uniformly in majority of channels. Could this be used as more robust feature for click 
detection to supplement high gamma power? The robustness of ERD in EEG literature for movement 



detection is well known, which can also be consistently observed here. Could that be leveraged for 
better click classification and improved stability? It would be interesting to see if ERD also reduced after 
day 118 when HG was reduced. Why were the features restricted to HG? 
 
Thank you for this suggestion. We did not include features from lower frequency bands due to event-
related synchronization (ERS), which occurred immediately after ERD. Additionally, this modulation 
occurred on a longer timescale than the HG activity which would have made labeling the data on a 
sample-by-sample basis difficult. We have included this explanation in the Feature extraction section 
and have copied it below for the reviewer’s convenience (modifications in purple): 
 

“...We summed the spectral power in the frequency band between 110 and 170 Hz to 
compute ourthe high-gamma (HG) power. We chose this frequency band due to the rapid 
timescale of HG modulation during attempted grasping and chose to exclude features from 
lower frequency bands due to event-related synchronization (ERS) occurring immediately 
following event-related desynchronization (ERD) (Supplementary Fig. 2). This pattern of low 
frequency ERD quickly followed by ERS occurred on a longer timescale than the HG activity 
and would have made it difficult to clearly define the onset and offset times of the trial-
averaged neural activity for assigning rest and grasp labels for model training (see Label 
Assignment). We chose this lower bound of the HG frequency band because post-movement 
low frequency activity sometimes extended to 100 Hz in several channels (Supplementary 
Fig. 2). For each 100 ms increment, this resulted in a 128-channel feature vector that was 
used in subsequent model training.” 

 
We also investigated whether low-frequency ERD (10-30 Hz) displayed a concurrent deviation in 
movement-aligned power as seen for HG features in Supplementary Fig. 15a (formally Supplementary 
Fig. 12a). We now report these results in paragraph 1 of Click detector retraining due to transient 
performance drop and refer to Supplementary Fig. 16. We have copied this text and figure below for the 
reviewer’s convenience (relevant text is green in revised manuscript): 
 

“Conversely, we found an increase in the magnitude of low frequency power (10-30 Hz) 
(Supplementary Fig. 16).” 

 
Supplementary Fig. 16 below: 



 
“Supplementary Fig. 16 | Increase in magnitude of movement-aligned low frequency power. (a) For each channel, 

one dot represents the minimum value of the median low frequency power trace from the first 30 movement-

aligned trials. The horizontal axis represents spelling sessions. The two dashed vertical lines for each channel split 

these values into three regions: left) values prior to performance drop while using the original fixed click detector; 

middle) values during the performance drop while using the original fixed click detector; right) values after 

retraining a new fixed click detector. The largest increase in the magnitude of minimum low frequency values 

(representing an increase in event-related desynchronization) was observed in channel 108, the second-most salient 

channel of the original click detection model (outlined in black). The green, pink, and blue dots are minimum low 

frequency power values from the last session prior to performance drop, the fifth session with the observed 

decreased performance, and the first session using the newly trained click detector, respectively. The central sulcus 

is delineated by a thick black line (CS) and widens at the top such that channels 111, 119, and 127 are over it. The 

pre-central sulcus is delineated by a thick green line (Pre-CS). (b)-(d) show the trial-averaged spectral power from 

channel 108, with the low frequency band (10-30 Hz) highlighted only in the region of event-related 

desynchronization. Trial-averaged spectrograms of the first 30 movement-aligned trials from the last spelling 

session prior to performance drop (b), the first spelling session with the observed decreased performance (c), and 

the first spelling session after training a new click detector (d).” 

 
 
 
We have now acknowledged the potential benefit of low frequency ERD to the robustness of a click 
detector in paragraph 7 of the Discussion: 
 

“...we did not explore the utility of low frequency power suppression, which can be 
extremely stable60,61 and may improve the robustness of a click detector.” 
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Again, in supplementary figure 2, some ERD can be observed before go cue, is this due to anticipatory 
behaviour? 
 
Thank you for this observation. This pre-cue low-frequency activation is likely due to anticipatory 
activity. Though we jittered our interstimulus interval (ISI) between 3.5 and 4.5 s, this may have not 
been a wide enough time range, and the participant may have been able to predict with a limited 
accuracy when the next cue would occur. We have added the following sentence in the caption of 
Supplementary Figure 2: 
 

“Additionally, low frequency activation is noticeable in some channels before cue onset, 
which was likely due to anticipatory activity.” 

 
 
 
 
Why was RNN chosen for binary classification (instead of simply flattening the sequential features which 
can be sufficient for simple binary classification)? Did you try a simpler classifier e.g., logistic regression, 
SVM or LDA? These can be faster to train and require less data. 
 
Thank you for this question. We would like to emphasize that that the primary objective of this study 
was to demonstrate that a decoder trained on a small amount of data would maintain high 
performance for an extended BCI use period. While the choice of the decoder is an important factor for 
achieving this goal, we believe that it is primarily the long-term stability of the modulation in ECoG 
signals which makes this possible. In hindsight, we agree the reviewer's suggestion that a 
straightforward linear classifier, such as an SVM, might have delivered comparable performance. 
However, our motivations for training an LSTM were two-fold:  
 
1) This study is part of a larger clinical trial where we aim to expand classification of attempted upper-
limb movements beyond click-detections. As such, we created a model training pipeline that would 
allow us to train more complex models in the future, particularly for tasks where the temporal aspect of 
the neural signals could significantly influence a decoder's performance.  
 
2) We aimed for our participant to quickly benefit from a high-performing BCI. In order to achieve this, 
we hypothesized that a non-linear classifier would outperform a linear model. This is because the non-
linear classifier has the advantage of recognizing temporal patterns in neural activity, thereby 
potentially enhancing overall performance. 
 
We have added these reasons as the first paragraph of Model architecture and training, which we have 
copied below for the reviewer’s convenience: 
 

“We used a recurrent neural network (RNN) for classifying rest vs. grasp. As this study is part 

of a larger clinical trial, we aimed to build the model training pipeline such that in the future 

we could train more complex models for tasks in which the temporal domain would 

significantly contribute to decoder performance. Additionally, we aimed to allow the 

participant to use a high-performing BCI as soon as possible, and to this end we anticipated 



that a non-linear classifier would achieve higher performance than a linear model due to the 

advantage of recognizing temporal patterns in neural activity.” 

 
 
 
It would be helpful to readers to put your CCPM and CWPM in context of other similar BCI studies in the 
discission. It will be useful to also compare the performance with similar EEG based systems. What 
advantage would this BCI system provide over a binary classification EEG BCI?  
 
We thank the reviewer for this question and have acknowledged that EEG-based BCIs have achieved 
comparable performance. We have echoed this point in paragraph 5 of the Discussion, copied below for 
the reviewer’s convenience: 
 

“...non-invasive BCIs using visually evoked potentials are estimated to produce comparable 
spelling rates52 and can potentially be trained with little or no neural data53” 

 
However, we would like to emphasize that implantable BCIs have several important advantages over 
non-invasive recording modalities. Firstly, they eliminate the need for daily application of external 
sensors and potentially require minimal caregiver involvement for independent home use [1 (ref. 1 in 
revised manuscript)]. Secondly, ECoG-based BCIs ensure stable functionality for a duration for up to at 
least 3 years [2 (ref. 18 in revised manuscript)] (7 years in Vansteensel et al., under review). Lastly, 
implanted electrodes are potentially always accessible to users, providing BCI functionality round-the-
clock, allowing users to use the system at their convenience, including both day and night. The 
referenced unpublished papers are available upon the reviewer’s request. 
 
[1] Vansteensel, M. J. et al. Fully Implanted Brain–Computer Interface in a Locked-In Patient with ALS. N 
Engl J Med 375, 2060–2066 (2016). 
 
[2] Pels, E. G. M. et al. Stability of a chronic implanted brain-computer interface in late-stage 
amyotrophic lateral sclerosis. Clinical Neurophysiology 130, 1798–1803 (2019). 
 
 
 
How does it compare with P300 speller in terms of speed and accuracy? 
 
Thank you for this question. We have now commented on the performance of P300 spellers for 
participants with ALS in paragraph 5 of the Discussion (relevant modifications in purple): 
 

“BCIs based on P300 spellers have achieved a wide range of accuracies (65-100%) and have 
achieved spelling rates of 1.2 - 6 CCPM for people with ALS54–57, while typing speeds of 17 
characters per min using eye-tracking alone have been reported58. However, control 
strategies based on eye movements may cause eyestrain during long periods of use27–29 and 
worsen as residual eye movements can deteriorate in late-stage ALS30–33” 

 
Also, how does this BCI performance compare with other technologies/aids that you participant uses 
for communication in his daily life? 
 



Thank you for this question. Comparison to other technologies/aids that the participant uses is difficult 
to assess because we do not have any subjective metrics (such as NASA-TLX) from the participant of any 
other device that he uses. Any other assistive devices that the participant uses are used at his home, and 
we do not formally log of how often he uses them. These two factors make it difficult to compare the use 
of our BCI with the participant’s other assistive devices. However, we will consider formally logging his 
at-home use with other assistive devices. In addition, we now report how we assessed the participant’s 
cognitive workload in the Methods (copied below): 
 

“Cognitive workload 
In order to evaluate the participant’s experience using the switch-scanning spelling 
application, we asked the participant to complete the NASA task load index (NASA-TLX) 
questionnaire43,44 using the NASA-TLX iOS application, a commonly used set of questions to 
evaluate a participant’s mental, physical, and temporal demand of a task as well as the 
perceived performance, effort, and frustration of a task. These categories are each scored 
from 0-100 where lower and higher scores correspond, respectively to less and more of each 
of the six above-mentioned characteristics.” 
 

And in the Results: 
 

“We additionally evaluated the participant’s subjective cognitive workload of switch-

scanning spelling with the click detector using the NASA-TLX iOS application. Across the six 

sessions using the retrained click detector the participant reported scores of 7.5 ± 2.7 (mean 

± standard deviation) for mental demand, 8.3 ± 2.6 for physical demand, 5.8 ± 3.7 for 

temporal demand, 6.7 ± 5.2 for performance, 6.7 ± 5.2 for effort, and 6.7 ± 2.6 for 

frustration. These low scores indicate that the participant did not have difficulty in 

controlling the switch-scanning spelling application via click-detection.” 

 
While single click decoding can be useful and robust, this is still not practical and very slow for use with 
the speed of ~2.2 words/min speed. Please discuss limitations of this approach. It seems to me that the 
bottleneck here is the switch scanning application used which traverses each row and column and 
pauses for 1s at each switch. Would a faster switch scanning application design (something similar to 
Dasher) improve the speed? Please discuss how can overall speed of the whole BCI system be 
improved?  
 
Thank you for this question and we agree with the reviewer that the main limitation is speed. As the 
reviewer mentions, 2.2 words/min is slow. There are several ways in which we can improve the word 
typing speed.  
 
First, the preparatory rows and columns can be eliminated (see description of these features below, 
copied from Supplementary Fig. 9 caption). 
 

“The switch scanning process started by sequentially highlighting the three red pre-selection 
markers on either side of the sentence, where each highlight lasted 1 s. This was to allow 
the participant a brief preparation period in case he wanted to select row 1.” 
 



“Once a row was selected, the gray pre-selection column on the left was highlighted in 
yellow for 1 s to allow the participant a brief preparation period in case he wanted to select 
column 1.” 

 
We have added expanded on this in Supplementary Note 8 (copied below): 

 

“We included pre-selection rows and columns to allow the participant a brief preparation 

period before clicking into the first row or first column, respectively (Supplementary Fig. 9). 

However, the total time the switch-scanner spent in these preparatory regions was 4 s per 

scanning cycle, during which the application could not receive clicks. For a future study 

participant, we may slowly start shortening these preparation periods and possibly eliminate 

them completely as the participant becomes more comfortable with timing his or her 

attempted grasps to highlighted rows or columns. Considering that we designed the 

application such that the language model’s most probable words and letters appear in the 

top two “clickable” rows, reducing the total scan time by 4 s per desired button may 

significantly increase the spelling rate. It could similarly be beneficial to rearrange the 

keyboard such that the most used letters take the fewest scans to reach (i.e., placement in 

the top left corner of the keyboard).”  

 
Secondly, we expect that the sentence samples from the Harvard sentence corpus, which the participant 
was asked to complete were not representative of the statistics on which the language model was 
trained. The Harvard sentences corpus is meant to contain a phoneme distribution which is 
representative of those used in the English language. However, due to achieving this phoneme 
distribution with a limited number of sentence samples, the resulting sentences themselves are not 
actually representative of language used in real-life communication. We expect that the language 
model could be substantially more effective during free-form spelling, and ideally tuned to the 
participant’s lexicon and linguistic patterns. We have commented on this point in the paragraph 7 of the 
modified Discussion: 
 

“Spelling rates were likely hindered by preparatory periods (Supplementary Note 8), and by 
the divergent linguistic statistics between the Harvard sentence prompts and the language 
model used for letter and word-autocompletion. We expect that spelling rates would 
improve with free-form spelling and a language model fine-tuned to the BCI user’s 
preferences.” 

 
 
 
What computational overheads cause latency of 200ms for producing the click after its detection and 
can this be reduced? 
 
Thank you for this question. This latency was caused by the time it took to transmit and present the 
detection on the front-end of the application. Cumulatively, this was likely a combination of the BCI2000 
streaming data packet size (100 ms), the delay in the front-end application for state change registration 
and the delay in animation rendering. We believe this latency can be reduced by 1) lowering the 
streaming packet size, which will depend on the speed of our per-packet processing, and 2) by reducing 
our messaging time between our front-end application and BCI2000. 



 
And finally, would this decoder with HG features work robustly in cases where there is no residual 
arm/hand movement in a participant to perform actual hand movement for initiating clicks? 
 
Thank you for this question. We expect that modulation of signals in the upper-limb motor cortex from 
such attempted movements would still be observed and usable for BCI [1,2 (refs. 1,18 in revised 
manuscript)], as we acknowledge in paragraph 3 of the Introduction: 
 

“...the participant used these brain clicks to communicate in her daily life for more than 3 
years18...” 

 
Note that even though Pels et al., 2021 [2 (ref. 18 in revised manuscript)] observed a steady decrease in 
high frequency band power, this decrease happened over a time scale of roughly three years and 
modulation of these signals remained usable for BCI control during that time period. 
 
We plan to continuously monitor high frequency (110-170 Hz) signal modulation during attempted 
grasps as our participant’s condition progresses. Additionally, we will similarly monitor the stability of 
lower frequency bands. If needed, it may also be possible to train our decoder on features from a more 
stable frequency band if the modulation of the current frequency band becomes unusable for click 
detection.  
 
[1] Vansteensel, M. J. et al. Fully Implanted Brain–Computer Interface in a Locked-In Patient with ALS. N 
Engl J Med 375, 2060–2066 (2016). 
 
[2] Pels, E. G. M. et al. Stability of a chronic implanted brain-computer interface in late-stage 
amyotrophic lateral sclerosis. Clinical Neurophysiology 130, 1798–1803 (2019). 
 
Minor: Which channel activity is shown in supplementary fig 12 b,c,d 
We apologize for this confusion. We have clarified in the caption the channel which is shown: 
 

“(b)-(d) show the trial-averaged spectral power from channel 112, with the HG frequency 
band (110-170 Hz) highlighted.” 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Reviewer #4 (Remarks to the Author): 
 
Summary 
In this well written and interesting manuscript, the authors describe a brain-computer interface (BCI) 
that can translate cortical signals of a person with (incomplete) hand paralysis as they attempt to grasp 
their right hand into clicks, which are subsequently used to drive a switch-scan spelling interface to 
communicate in full sentences. 
Importantly, they also show that the interface can achieve stable performance for months without 
recalibration. 
The methods appear sound; however, some comments should be addressed during revision: 
 
Comments 
 
The sudden performance drop is perplexing. Do saliencies appear consistent before / after the 
performance drop? 
 
Thank you for this question. We have computed the saliency map for attempted grasps using features 
from spelling blocks during the drop in performance. We describe the process of computing this saliency 
map in Supplementary Note 7 (relevant text is orange in revised Supplementary Information): 

 

“We computed the importance of HG features from each channel when generating grasp 

during the time period when we observed a drop in click detector performance. We used 

largely the same procedure to label each sample as we describe in Feature extraction and 

label assignment with only two differences. First, we determined the onset and offset time of 

the re-aligned trial averaged HG power traces relative to the start of attempted movement 

rather than to a “Go” cue, which was not present during the spelling blocks. Second, since 

two attempted grasps could have occurred within a very short duration of each other (e.g., 

clicking into a row followed by clicking into the first column), we excluded from training all 

attempted grasps which occurred less than 3 s (the minimum jittered ISI, Supplementary 

Table 1) after a preceding attempted grasp. We then computed the integrated gradients (as 

described in Channel contributions and offline classification comparisons) from the original 

fixed click detector with respect to the input features from each sample labeled as grasp. This 

generated an attribution map for each sample7. The final saliency map was computed by 

averaging the attribution maps across all samples and normalizing the resulting mean values 

between 0 and 1.” 

 
We have also added a paragraph to the Channel contributions to grasp classification section in the main 
text and copied it below for the reviewer’s convenience (relevant text is orange in revised manuscript): 
 

“Finally, we assessed which channels produced the most important HG features for 

attempted grasping during period with the performance drop (Supplementary Note 7). 

Despite lower performance (Supplementary Fig. 14), relative channel contributions remained 

largely the same (Supplementary Fig. 21) with the saliency value from channel 112 being 

30% and 42% larger than the next two most salient channels (channels 108 and 118), 

respectively. Indeed, despite the drop in the movement-aligned HG responses across many 



channels, these relative saliency values suggest that some structure of channel importance 

was conserved.” 

 

 
Finally, we have added Supplementary Fig. 21, which displays the saliency map: 

 
“Supplementary Fig. 21 | Normalized saliency values during performance drop. Saliency maps for assessing 

which channels produced the most important HG features for attempted grasping during the period with the 

performance drop. Channels overlayed with larger and more opaque circles represent greater importance of that 

channel’s HG features during attempted grasp. The channels with the three highest saliency values are marked.” 

 
Did the authors try other types of BCI control, such as cursor control or having, for example, 3 different 
hand target? Given the performance, it seems likely that 128 channels of ECoG could facilitate control 
over a richer output space to get faster communication rates. Some explanation for why the authors 
settled on a single type of output could be helpful. 
 
Thank you for this question, and we agree with the reviewer that with the dense ECoG coverage over 
upper-limb cortex control strategies such as cursor control should definitely be investigated. Indeed, 
previous BCI studies have demonstrated multi-command and cursor movements are control strategies 
which can both be leveraged by the BCI user. Moreover, the current study was conducted as part of a 
clinical trial in which multiple different strategies for BCI communication, including speech BCI, are being 
explored. Here, we aimed to provide the participant with high-performance BCI functionality as soon as 
possible, given the progressive nature of his ALS. We also anticipated that switch-scanning, due to its 
simplicity, would serve as a reliable method of communication in case more sophisticated BCI 
communication strategies were less performant at any given time. Thus, we thought it was important to 
show that single-command decoding for communication can be achieved quickly and could be reliably 
maintained over time.    
 
 
In Figure 1, can the authors add some visual indication that the patient is attempting to grasp their 
hand? It would help convey the system use a little more clearly. 
 



Thank you for this suggestion. We would like to point out that we Supplementary Movies 1 and 2 were 
included, which both display the participant performing attempted grasps to generate clicks using two 
applications. However, we have added images of the participant’s hand to Fig. 1g to indicate when the 
participant was attempting to grasp vs. when the participant was relaxing his hand (top: before, 
bottom: after). 

 
 
We have also added a sentence to the Fig. 1g caption to describe this:  
  

“Transparent images of the hand are shown to indicate the attempted grasp before a click 
and a relaxed configuration otherwise.”  

 
Can the authors comment on why they chose 110-170 Hz as high-gamma range? It seems that the 
range that groups use varies in the literature. 
 
Thank you for this question. Yes, we have commented on this in the paragraph 1 of Feature extraction 
and label assignment: 
 

“We chose this lower bound of the HG frequency band because post-movement low 
frequency activity sometimes extended upward of 100 Hz in several channels 
(Supplementary Fig. 2).” 

 
Briefly, we wanted to ensure that our frequency range for high-gamma was not contaminated by post-
movement lower-frequency rebound.  
 
The Discussion spends a lot of time simply restating content from the Results. It is preferred for 
Discussions to instead frame and interpret the results, not simply repeat them. The Discussion could be 
heavily trimmed and condensed. 
 
Thank you for this suggestion. We have substantially trimmed the Discussion without neglecting issues 
that we thought were important for contextualizing our results relative to previous studies or 
highlighting their strengths and limitations, including room for future improvements. We have 
attempted to eliminate duplications between the Results and Discussion sections in several places 
(please refer to orange text in the Discussion of the revised manuscript). 
 



Reviewers' comments: 

 

Reviewer #1 (Remarks to the Author): 

 

Thanks to the authors for addressing all my questions. They have been answered to my satisfaction. 
I have two points of clarification remaining, though these are considered minor. 

 

------ 

Original comment 

2) The manuscript contains some blocks of text which this reviewer finds unnecessary for the 
understanding of the manuscript, or which better belong in other locations. 

a) Most of the last paragraph of the introduction belongs in the results and methods. 

 

Response: 

Thank you for this suggestion. We have rewritten the Introduction, including the last paragraph, that 
we have copied below for the reviewer’s convenience (relevant text is green in the revised 
manuscript): 

“The previous studies described above showed that click detectors can be used with a variety of 
BCI applications and can contribute significantly to a user’s repertoire of communication 
modalities. Despite these promising results, the potential performance limits of such click 
detectors have remained relatively underexplored. In particular, chronic high-performance use 
without model retraining is a critical factor for enabling independent home-use, as BCI users 
should have round-the-clock access to a functioning click detector that requires 

minimal caregiver involvement. By leveraging the stability of ECoG signals, we were able to train a 
model on a limited dataset and test it for a period of three months without retraining or daily model 
adaptation. Specifically, we demonstrated an improved click detector with a substantially 
increased spelling rate using a switch-scanning paradigm.” 

 

Change is acceptible except the last sentence should clarify what the improvement was (accuracy 
and speed?) and what it was compared to. Previous ECoG switch-scanning BCIs? References? 

 

------ 

Original Comment 



[A19]: To results/discussion 

 

Response 

Thank you for this suggestion. However, per the “Style and formatting checklist” required by the 
journal 

to which we are submitting, we are required to have the Statistics and Reproducibility section as 
part of 

the Methods. 

 

I agree that the methods for determining reproducability should be placed in the methods, as you 
have done with the Statistical analysis paragraph. The reproducability paragraph, however, should 
describe the method used to determine reproducability, (performance across sessions), not the 
results of experiment reproducability. 

 

 

 

Reviewer #2 (Remarks to the Author): 

 

The authors have adequately addressed my concerns and made the desired changes. I thank the 
authors for their clear and concise responses and I have no further objections to the publication of 
this paper. 

 

 

Reviewer #3 (Remarks to the Author): 

 

I would like to thank authors for answering my queries and their hard work for revising the 
manuscript based on some suggestions. I am satisfied with the revision. I have a few minor follow-
up questions: 

 

Line 69 needs a reference: “However, the utility of ECoG for chronically (> 30 days) implanted BCIs 
has only been tested in a few participants.” 

 



Studies mentioned in lines 73, 75 etc. require references. It is not clear how many diƯerent studies 
are discussed in these couple of sentences. 

 

In the last sentence of the introduction (line 103), authors state that this study demonstrates an 
improved click detector with increased spelling rate. In the previous two paragraphs in the 
introduction, several diƯerent metrics of spelling/click performance of various studies have been 
reported. It would be very useful if you can bring your results together and compare them with these 
previous studies directly (you can choose one or more metric/s such as spelling rate, click 
detection latency, detection accuracy) in one place in the discussion section to support the 
statement in line 103. Currently in the discussion, the results are only compared with Vansteensel 
2016, and it is somewhat diƯicult to compare your results with the diƯerent metrics reported for the 
studies in the introduction. 

 

In line 64, I am not sure what methodology for recalibration has been used in reference 16, but I 
don’t think it is simply correcting text outputs using LM for recalibration, rather I think it is 
recalibrating the decoder by retraining it continuously in the background after every trial to keep its 
accuracy steady over longer timeframes. Please check this in the cited reference and rephrase the 
statement accordingly. 

 

In reference to my comment about other assistive devices used by the participant, if the participant 
is still enrolled in the trial, I would suggest that the authors ask the participant for his informal 
subjective view on how he finds using the spelling/click BCI and how it compares to the methods he 
uses for communication in his daily life. Please also ask the participant what kind of assistive 
devices he currently uses and report this in the manuscript even if you don’t have access to formal 
comparison. It is quite important for the field to understand BCI users’ perspectives on the BCIs 
they are testing (especially for the implanted BCIs) and other assistive technologies available to 
them. 

 

Line 263: Thanks for pointing out that HG features were chosen as their modulation happens on a 
faster timescale as compared to ERD/S. However, I am not sure why the occurrence of ERS post-
ERD would be a problem. I am not convinced with the presence of ERS as the reason for excluding 
low-frequency activity. In theory, one could still only use ERD occurring prior to the movement 
onset to detect click without introducing latencies and completely disregard ERS arising 
afterwards. Also looking at supplementary figure 2, it appears that HG and peak ERD (dark blue) 
occur for the same duration (timescale). 

 

Thanks for clarifying that the character/word rates were computed after autocomplete assist. The 
true positive frequency of this decoder is 10 per min with 7-vote but the correct character rate is 
only 9.1 (that too after autocomplete assist) and similarly for 4-vote strategy, TPF (11) is higher that 



CCPM (10.2). Is this because the participant clicked on wrong characters more often? If so, what 
might be the reason for this (e.g., layout/UX of the switch scanning app)? If available, please report 
wrong character selection rate per minute (WCPM) so the CCPM and speller performance can be 
understood in this context in results paragraph - line 604. 

 

With the latency of 0.6s per click + 1s cool oƯ period (total latency 1.6s per click), I think the 
maximum capacity of this BCI can be 37 clicks per min. It would be good to mention this and 
discuss why the TPF is only 11 (despite very low FPF), which could be because of the wait times for 
the speller to slowly iterate through rows/cols to reach the desired character before it could be 
selected via BCI click. Hence, in theory, with faster UX, the character selection frequency can 
increase. 

 

In the figures, statistically significant diƯerence between diƯerent elements could be using * 
notation or mention this in the caption of the figure for clarity if applicable. 

 

Line 642 “Conversely, we found an increase in the magnitude of low frequency power”, should this 
be … conversely, we found increased desynchronization in low frequencies during this transient 
period? Looking at supplementary figure 16, it appears that ERD has increased during this transient 
period. 

 

 

Reviewer #4 (Remarks to the Author): 

 

the authors have done a great job to address my comments. Eddie Chang 



Reviewer #1 (Remarks to the Author): 
Thanks to the authors for addressing all my questions. They have been answered to my satisfaction. I 
have two points of clarification remaining, though these are considered minor. 
 
------ 
Original comment 
2) The manuscript contains some blocks of text which this reviewer finds unnecessary for the 
understanding of the manuscript, or which better belong in other locations. 
a) Most of the last paragraph of the introduction belongs in the results and methods. 
 
Response: 
Thank you for this suggestion. We have rewritten the Introduction, including the last paragraph, that we 
have copied below for the reviewer’s convenience (relevant text is green in the revised manuscript): 
“The previous studies described above showed that click detectors can be used with a variety of BCI 
applications and can contribute significantly to a user’s repertoire of communication modalities. Despite 
these promising results, the potential performance limits of such click detectors have remained relatively 
underexplored. In particular, chronic high-performance use without model retraining is a critical factor 
for enabling independent home-use, as BCI users should have round-the-clock access to a functioning 
click detector that requires minimal caregiver involvement. By leveraging the stability of ECoG signals, we 
were able to train a model on a limited dataset and test it for a period of three months without 
retraining or daily model adaptation. Specifically, we demonstrated an improved click detector with a 
substantially increased spelling rate using a switch scanning paradigm.” 
 
Change is acceptable except the last sentence should clarify what the improvement was (accuracy and 
speed?) and what it was compared to. Previous ECoG switch scanning BCIs? References? 
 
Thank you for this suggestion. We have clarified in the last sentence of the Introduction that the 
improvements were primarily compared to prior switch scanning work by Vansteensel et al., (2016). We 
have copied this sentence for the reviewer’s convenience (modified text is green in revised manuscript): 
 

“Specifically, we demonstrated a switch scanning BCI with a substantially improved spelling 
rate compared to prior switch scanning BCI work1.” 

 
In this sentence we mentioned that the primary improvement was the increased spelling rate, which we 
now directly compare in paragraph 5 of the Discussion. However, we refrained from comparing more 
specific metrics such as accuracy and speed in the Introduction because these comparisons are either not 
possible or require more nuance and explanation more appropriate for the Discussion. For example, 
Vansteensel et al., (2016) were not able to measure latency from movement attempts to click detection 
due to the locked-in state of their participant. Because their decoder required five consecutive 200 ms 
epochs with neural features exceeding a pre-determined threshold, their latency could not be shorter 
than 1 s (revised text is green below):  
 

“Our results improve upon the previous switch scanning performance reported by 
Vansteensel et al., (2016)1. In that study in which a participant with ALS that was implanted 
with four contacts over hand motor cortex and achieved a spelling rate of 1.8 CPM letters per 
minute and with a latency of at least 1 s per click (compared to a spelling rate of 10.2 CCPM 
and 0.68 s latency reported in the present work). The authors were not able to measure the 
latency from movement attempts to click detection due to the locked-in state of their 



participant. Because their click detector required five consecutive 200 ms epochs with neural 
features exceeding a pre-determined threshold, their latency could not have been shorter 
than 1 s.” 
 

Due to the locked in state of their participant, the authors were also not able to directly measure the 
sensitivity of click detection as a percentage of attempted movements. Instead, they estimated the 
overall accuracy (87-91%) from the number of correct clicks and the number of times clicks were correctly 
withheld on a per-trial basis during switch scanning (where one trial pertains to one individual row or 
column scan). In contrast, because our participant had residual movement that we could observe, we 
were able to directly measure the sensitivity, as well as the false positive frequency of the click detector, 
eliminating any effects from inattention or inadvertent movement attempts. 
 
Finally, in the same paragraph (paragraph 5 of the Discussion), we have now made a more detailed 
comparison of our spelling rates to those reported by Oxley et al., (2020) and of our latency 
measurements to those reported by the same group in Mitchell et at., (2023): 
 

“Although spelling rates were slightly lower than those observed in Oxley et al., (2020)19 (14-
18 CCPM) the participants in that study used eye-tracking (ET) to first navigate to the 
appropriate letter before selecting it with a brain click. Additionally, though the same group 
reported accuracies of 97.4% and ~82% in selecting one of five targets (without ET), these 
corresponded to relatively longer latencies of 2.5 s and 0.9 s, respectively3.” 

 
References: 
1.Vansteensel, M. J. et al. Fully Implanted Brain–Computer Interface in a Locked-In Patient with ALS. N 
Engl J Med 375, 2060–2066 (2016). 
 
3.Mitchell, P. et al. Assessment of Safety of a Fully Implanted Endovascular Brain-Computer Interface for 
Severe Paralysis in 4 Patients: The Stentrode With Thought-Controlled Digital Switch (SWITCH) Study. 
JAMA Neurol 80, 270 (2023). 
 
19.Oxley, T. J. et al. Motor neuroprosthesis implanted with neurointerventional surgery improves 
capacity for activities of daily living tasks in severe paralysis: first in-human experience. J NeuroIntervent 
Surg neurintsurg-2020-016862 (2020) doi:10.1136/neurintsurg-2020-016862. 
 
 
 
Original Comment 
[A19]: To results/discussion 
 
Response 
Thank you for this suggestion. However, per the “Style and formatting checklist” required by the journal 
to which we are submitting, we are required to have the Statistics and Reproducibility section as part of 
the Methods. 
 
I agree that the methods for determining reproducibility should be placed in the methods, as you have 
done with the Statistical analysis paragraph. The reproducibility paragraph, however, should describe the 
method used to determine reproducibility, (performance across sessions), not the results of experiment 
reproducibility. 



 
Thank you for your suggestion. We have now tried to follow the “Style and formatting checklist” more 
precisely. We have copied the instructions for the Statistics and Reproducibility below for the reviewer’s 
reference: 
 

“The Methods should include a separate section titled “Statistics and Reproducibility” with 
general information on how the statistical analyses of the data were conducted, and general 
information on the reproducibility of experiments, including the sample sizes and number of 
replicates and how replicates were defined.” 

 
We have rewritten this paragraph and copied it below (relevant changes are green in the revised 
manuscript): 
 

Neural data collection, and processing and as well as performance of the click detector were 

reproducible across sessions as the participant was able to repeatedly demonstrate click 

control with stable performance across sessions on different days using neural signals from 

attempted hand movements to spell sentences. Samples of sensitivity, TPF, FPF, latencies, 

CCPM, WCPM, and CWPM measurements were created with data from online BCI use with 

voting thresholds ranging from 2 to 7 votes. Only samples from the 4-vote, 6-vote, and 7-

vote conditions were statistically compared. Samples of simulated sensitivity, TPF, and FPF 

were the same size as those created with data from online BCI use with a 4-vote threshold. 

The sizes of the samples described above were not predefined as they depended on the 

number of spelling blocks collected with a specific voting threshold, which was adjusted 

based on participant feedback. We defined the sample size for comparing offline 

classification accuracies using various channel combinations (All channels, No Channel 112, 

Hand knob) as the number of folds used for cross-validation. However, a As this study reports 

on the first participant in this trial so far, further work will be necessary to test the 

reproducibility of these results in other participants.  

 

 

 

Reviewer #2 (Remarks to the Author): 
 
The authors have adequately addressed my concerns and made the desired changes. I thank the 
authors for their clear and concise responses and I have no further objections to the publication of 
this paper. 
 
We thank Reviewer #2 for the feedback. 
 
 
 
 
 
 
 
 



Reviewer #3 (Remarks to the Author): 
 
I would like to thank authors for answering my queries and their hard work for revising the manuscript 
based on some suggestions. I am satisfied with the revision. I have a few minor follow-up questions: 
 
1) Line 69 needs a reference: “However, the utility of ECoG for chronically (> 30 days) implanted BCIs has 
only been tested in a few participants.” 
 
Thank you for this suggestion. We have added the appropriate references to this sentence (superscript 
citations numbers are purple in revised manuscript).   
 

However, the utility of ECoG for chronically (> 30 days) implanted BCIs has only been tested in 
a few participants1,3,19.” 

 
References: 
1.Vansteensel, M. J. et al. Fully Implanted Brain–Computer Interface in a Locked-In Patient with ALS. N 
Engl J Med 375, 2060–2066 (2016). 
 
3.Mitchell, P. et al. Assessment of Safety of a Fully Implanted Endovascular Brain-Computer Interface for 
Severe Paralysis in 4 Patients: The Stentrode With Thought-Controlled Digital Switch (SWITCH) Study. 
JAMA Neurol 80, 270 (2023). 
 
19.Oxley, T. J. et al. Motor neuroprosthesis implanted with neurointerventional surgery improves 
capacity for activities of daily living tasks in severe paralysis: first in-human experience. J NeuroIntervent 
Surg neurintsurg-2020-016862 (2020) doi:10.1136/neurintsurg-2020-016862. 
 
 
 
2) Studies mentioned in lines 73, 75 etc. require references. It is not clear how many different studies are 
discussed in these couple of sentences. 
 
Thank you. We have now referenced three studies in the first two sentences of paragraph 2 of the 
Introduction (Lines 72-76) and have copied these sentences below (superscript citations numbers are 
purple in revised manuscript): 
 

“Recent studies have demonstrated ECoG-based BCI control for participants with 
amyotrophic lateral sclerosis (ALS) by detecting a “brain click,”1,3,19 an event-related change 
in spectral signals due to a distinct action, such as attempting a hand movement. In a recent 
clinical trial, participants with ALS (or primary lateral sclerosis) were implanted with an 
endovascular stent-electrode array for detecting such brain clicks3,19.” 
 

Note that we go on to summarize these studies in the following paragraphs.  
 
References: 
1.Vansteensel, M. J. et al. Fully Implanted Brain–Computer Interface in a Locked-In Patient with ALS. N 
Engl J Med 375, 2060–2066 (2016). 
 



3.Mitchell, P. et al. Assessment of Safety of a Fully Implanted Endovascular Brain-Computer Interface for 
Severe Paralysis in 4 Patients: The Stentrode With Thought-Controlled Digital Switch (SWITCH) Study. 
JAMA Neurol 80, 270 (2023). 
 
19.Oxley, T. J. et al. Motor neuroprosthesis implanted with neurointerventional surgery improves 
capacity for activities of daily living tasks in severe paralysis: first in-human experience. J NeuroIntervent 
Surg neurintsurg-2020-016862 (2020) doi:10.1136/neurintsurg-2020-016862. 
 
 
 
3) In the last sentence of the introduction (line 103), authors state that this study demonstrates an 
improved click detector with increased spelling rate. In the previous two paragraphs in the introduction, 
several different metrics of spelling/click performance of various studies have been reported. It would be 
very useful if you can bring your results together and compare them with these previous studies directly 
(you can choose one or more metric/s such as spelling rate, click detection latency, detection accuracy) 
in one place in the discussion section to support the statement in line 103. Currently in the discussion, 
the results are only compared with Vansteensel 2016, and it is somewhat difficult to compare your 
results with the different metrics reported for the studies in the introduction. 
 
Thank you for this suggestion. In paragraph 5 of the Discussion, we have now added our spelling rate and 
latency for a direct comparison to these metrics reported in Vansteensel et al., (2016) (ref. 1 in 
Introduction), but we qualify the latency comparison with the fact that the participant in that study was 
in a locked-in state. We have copied this below for the reviewer’s convenience (relevant text is purple in 
the revised manuscript): 
 

“Our results improve upon the previous switch scanning performance reported by 
Vansteensel et al., (2016)1. In that study in which a participant with ALS that was implanted 
with four contacts over hand motor cortex and achieved a spelling rate of 1.8 CPM letters per 
minute and with a latency of at least 1 s per click (compared to a spelling rate of 10.2 CCPM 
and 0.68 s latency reported in the present work). The authors were not able to measure the 
latency from movement attempts to click detection due to the locked-in state of their 
participant. Because their click detector required five consecutive 200 ms epochs with neural 
features exceeding a pre-determined threshold, their latency could not have been shorter 
than 1 s.” 

 
We have additionally included a brief discussion on the spelling rate from Oxley et al., (2020) (ref. 19 in 
Introduction) in paragraph 5 of the Discussion (relevant text is purple in the revised manuscript): 
 

“Although spelling rates were slightly lower than those observed in Oxley et al., (2020)19 (14-
18 CCPM) the participants in that study used eye-tracking (ET) to first navigate to the 
appropriate letter before clicking it.” 

 
We believe the spelling rate from Oxley et al. is the most salient metric for comparison to our results, 
although the participant in that study did not use a switch scanning paradigm to navigate to the 
appropriate letter. We have also explained this in paragraph 2 of the Introduction:  
 

“These brain clicks were generated by attempted foot movements and were used to select a 
particular icon or letter on a computer screen after navigating to it via eye-tracking (ET)19.” 



 
Finally, we have now also included a brief discussion on the same group’s latency measurements from 
Mitchell et al., (2023) (ref. 3 in Introduction) immediately following the discussion on Oxley et al., (2023) 
(relevant text is purple in the revised manuscript): 
 

“Additionally, though the same group reported accuracies of 97.4% and ~82% in selecting 
one of five targets (without ET), these corresponded to relatively longer latencies of 2.5 s and 
0.9 s, respectively3.” 

 
 
 
4) In line 64, I am not sure what methodology for recalibration has been used in reference 16, but I don’t 
think it is simply correcting text outputs using LM for recalibration, rather I think it is recalibrating the 
decoder by retraining it continuously in the background after every trial to keep its accuracy steady over 
longer timeframes. Please check this in the cited reference and rephrase the statement accordingly. 
 
Thank you for this suggestion. We have rephrased our sentence to specify that the recalibration was 
done continuously, in the background, and on a per-trial basis (relevant modifications are purple in the 
revised manuscript): 
 

“Nevertheless, there have been promising advances in continual online recalibration (in the 
background and on a per-trial basis) after by correcting text outputs using a language 
model16.” 

 
We believe that this description now matches closely to the original description of this technique (Fan et 
al., 2023), which we have copied below: 
 

“In this work, we present an alternative approach called CORP: Continual Online 
Recalibration with Pseudo-labels. CORP leverages the structure in language to enable self-
recalibration of communication iBCIs without interrupting the user (i.e., plug-and-play). 
Specifically, CORP uses language models (LMs) to automatically correct communication iBCI 
text outputs, and continually retrains the decoder using these corrected outputs ("pseudo-
labels").” 

 
References: 
16. Fan, C. et al. Plug-and-Play Stability for Intracortical Brain-Computer Interfaces: A One-Year 
Demonstration of Seamless Brain-to-Text Communication. in Advances in Neural Information Processing 
Systems vol. 36 (2024). 
 
 
 
5) In reference to my comment about other assistive devices used by the participant, if the participant is 
still enrolled in the trial, I would suggest that the authors ask the participant for his informal subjective 
view on how he finds using the spelling/click BCI and how it compares to the methods he uses for 
communication in his daily life. Please also ask the participant what kind of assistive devices he currently 
uses and report this in the manuscript even if you don’t have access to formal comparison. It is quite 
important for the field to understand BCI users’ perspectives on the BCIs they are testing (especially for 



the implanted BCIs) and other assistive technologies available to them. 
 
Thank you for this suggestion. We have added the participant’s informal subjective view as 
Supplementary Note 5 and referred to in paragraph 2 of the Participant section (relevant text is purple in 
main text and in the Supplementary Information): 
 
Supplementary Information: 

“During the study described in this writing, it was not necessary for the participant to rely on 
his BCI, and he mostly did not need to rely on other assistive communication devices at 
home. Due to his slowly progressing condition, he could still verbally communicate with the 
experimental team and his family, albeit laboriously and with limited intelligibility. Further, 
the participant retained eye movements and residual movements in both his upper and lower 
extremities but could not perform activities of daily living without assistance. 
 
When the participant did use an assistive communication device at home, he used primarily 
his Tobii Dynavox (Danderyd, Sweden) or cell phone. The participant used the Tobii Dynavox’s 
virtual keyboard (QWERTY layout) for typing and used eye-tracking to select letters and 
predictive words. Additionally, the participant would also type slowly on his cell phone using 
primarily his index finger, and he used the text-to-speech feature to synthesize his text to 
audio. He used these methods infrequently. 
 
During the study, the participant reported that it was still easier to control the Tobii 
Dynavox’s spelling application via eye control than it was to control the BCI-based spelling 
application. His eye movements were not yet significantly affected by ALS. Nevertheless, eye 
fatigue would require him to pause the application for a few minutes every 10-15 minutes. 
Also, jitter in the eye cursor was more pronounced when he was fatigued. Finally, changes in 
the ambient lighting sometimes required him to adjust his eye movements to correct for 
unintended cursor deviations.” 

 
Participant (paragraph 2): 

“The participant was a right-handed man who was 61 years old at the time of implant in July 
2022 and diagnosed with ALS roughly 8 years prior. Due to bulbar dysfunction, the 
participant had severe dysphagia and progressive dysarthria. This was accompanied by 
progressive dyspnea. The participant could still produce overt speech, but slowly and with 
limited intelligibility. He did not, however, heavily rely on assistive communication devices 
(Supplementary Note 5).” 

  
 
 
6) Line 263: Thanks for pointing out that HG features were chosen as their modulation happens on a 
faster timescale as compared to ERD/S. However, I am not sure why the occurrence of ERS post-ERD 
would be a problem. I am not convinced with the presence of ERS as the reason for excluding low-
frequency activity. In theory, one could still only use ERD occurring prior to the movement onset to 
detect click without introducing latencies and completely disregard ERS arising afterwards. Also looking 
at supplementary figure 2, it appears that HG and peak ERD (dark blue) occur for the same duration 
(timescale). 
 
Thank you for these suggestions and observations.  



 
We agree with the reviewer that the low-frequency ERS arising after ERD could potentially be 
disregarded as it would have likely occurred during the post-click lock-out periods, during which the 
decoder output was irrelevant. However, we would still need to explore strategies of optimally labeling 
samples from this period of ERS such as introducing a third class called “ers” to not otherwise increase 
the variance of the feature space for existing “rest” samples.  
 
Briefly it is worth clarifying that though peak ERD and HG activity seemed to occur during the same time 
period, low frequency ERD generally occurred on a longer time scale. For example, consider channel 107 
in Supplementary Fig. 2 where the post-cue ERD (in frequencies close to 50 Hz) visibly extended past the 
HG ERS. Additionally, some channels contained increased low-frequency ERD prior to cue (vertical black 
line, Supplementary Fig. 2), which was likely due to anticipatory activity during training data collection 
(as mentioned in the caption of Supplementary Fig. 2). This activity could have introduced a large 
variance in the feature space for samples labeled as rest and thus could have resulted in potentially 
decreased decoder output. We have added this possibility in the Feature extraction section (relevant text 
is in purple in the revised manuscript): 
 

“Similarly, some channels contained low-frequency ERD prior to cue, which was likely due to 
anticipatory activity (Supplementary Fig. 2). This could have caused greater variance in the 
feature space of samples labeled as rest.” 

 
However, we have acknowledged in paragraph 8 (previously paragraph 7) of the Discussion that low-
frequency features were robust and could have been leveraged to improve decoder performance after 
appropriately addressing the challenges described above. We have copied those sentences below for the 
reviewer’s convenience (relevant text is in purple in the revised manuscript): 
 

“Additionally, we did not explore the utility of low frequency power suppression, which has 
been stable and useful in other studies60,61. It is possible that by optimizing our training 
paradigm to minimize anticipatory low-frequency ERD and by appropriately labeling rebound 
ERS for model training, we could further improve the robustness of our click detector.”  

 
 
 
7) Thanks for clarifying that the character/word rates were computed after autocomplete assist. The true 
positive frequency of this decoder is 10 per min with 7-vote but the correct character rate is only 9.1 
(that too after autocomplete assist) and similarly for 4-vote strategy, TPF (11) is higher that CCPM (10.2). 
Is this because the participant clicked on wrong characters more often? If so, what might be the reason 
for this (e.g., layout/UX of the switch scanning app)? If available, please report wrong character selection 
rate per minute (WCPM) so the CCPM and speller performance can be understood in this context in 
results paragraph - line 604. 
 
Thank you for this question. Due to the design of the switch scanning paradigm, the participant needed 
to perform two clicks for each button selection. The first click was for selecting the row, while the second 
click was for selecting a button within that row. For example, without predictive language modeling and 
assuming no incorrect clicks, the TPF would have been equal to twice the CCPM. We have clarified this at 
the bottom of paragraph 4 in Switch scanning performance (relevant text is purple in the revised 
manuscript): 
 



“Note that the CCPM for both voting conditions was lower than the respective TPFs, most 
likely because two true positive detections were necessary for one correct button click (be it a 
letter on the static keyboard or predicted letter or word).” 

 
We have now also reported the wrong character per minute rate (WCPM) in the relevant sections of the 
Methods and Results (in the revised manuscript, relevant modifications are purple and sometimes also 
bold for extra visibility): 
 

Spelling rates: 
“Spelling rates were measured by in units of correct characters per minute (CCPM) and 

correct words per minute (CWPM). Spelled characters and words were correct if they exactly 

matched their positions in the prompted sentence. For example, if the participant spelled a 

sentence with 30 characters (5 words) with 1 character typo, only 29 characters (4 words) 

contributed to the CCPM (CWPM). The frequency of character typos was measured in units of 

wrong characters per minute (WCPM). The participant was instructed to correct any mistakes 

before proceeding to type the rest of the sentence. Note that all spelling was performed with 

assistance of autocompletion options from the language model and subsequently all 

analyses of spelling performance were based on this assisted spelling.” 

 

Statistical analysis: 

“Spelling blocks with a specific voting threshold were collected on no more than nine 

sessions. Given this small sample size, we could not assume normality in the distribution of 

the sample mean of any of the performance metrics (sensitivity, TPF, FPF, latencies, CCPM, 

WCPM, and CWPM).” 

 

Switch scanning performance (paragraph 4): 

“Consequently, the participant was able to achieve high rates of spelling (Fig. 4d, e). 
Specifically, the median spelling rate was 9.1 correct characters per minute (CCPM) using the 
7-vote threshold, which significantly improved to 10.2 CCPM using the 4-vote threshold (W = 
-2.163, P = 0.031, two-sided Wilcoxon Rank-Sum test). The wrong characters per minute 
(WCPM) rate was low at 0.2 using the 7-vote threshold and remained low at 0.1 after 
switching to the 4-vote threshold (W = 1.192, P = 0.233, two-sided Wilcoxon Rank-Sum test).” 
 
Click detector retraining due to transient performance drop (paragraph 3): 
“Using this threshold, we achieved similar performance metrics to those from the original 
click detector with a 4-vote threshold, namely a median detection sensitivity of 94.8%, 
median TPF and FPF of 11.3 per min and 0.20 per min respectively, and a median CCPM, 
WCPM, and CWPM of 10.1, 0.1 and 2.2, respectively (for all comparisons P > 0.05, two-sided 
Wilcoxon Rank-Sum test) (Supplementary Fig. 19).” 

 
Additionally, we have also made the appropriate modifications to Fig. 4, and Supplementary Figs. 14 and 
19. We have copied below Fig. 4 of the main text for the reviewer’s convenience (relevant modifications 
are purple in the revised manuscript): 
 



 
Figure 4 | Long-term switch scanning spelling performance. Across all subplots, triangular and circular markers 

represent metrics using a 7-vote and 4-vote voting threshold, respectively. (a) Sensitivity of click detection for 

each session. (b) True positive and false positive frequencies (TPF and FPF) measured as detections per minute. (c) 

Average latencies with standard deviation error bars of grasp onset to algorithm detection and to on-screen click. 

The averages and standard deviations were computed from latency measurements across all spelling blocks from 

one session using the same voting threshold. Using 7-vote and 4-vote voting thresholds, on-screen clicks 

happened an average of 207 ms and 203 ms, respectively after detection. Note that algorithmic detection 

latencies were not registered in the first six sessions. (d) Correct and wrong characters and words per minute 

(CCPM and WCPM CWPM, respectively). (e) Correct words per minute (CWPM). 

 
 
 
8) With the latency of 0.6s per click + 1s cool off period (total latency 1.6s per click), I think the maximum 
capacity of this BCI can be 37 clicks per min. It would be good to mention this and discuss why the TPF is 
only 11 (despite very low FPF), which could be because of the wait times for the speller to slowly iterate 
through rows/cols to reach the desired character before it could be selected via BCI click. Hence, in 
theory, with faster UX, the character selection frequency can increase. 
 



Thank you for this suggestion. In our previous revisions, we added Supplementary Note 8 (now 
Supplementary Note 9), where we discussed that the relatively low TPF could have been caused in large 
part by a total preparatory time of 4 s per scanning cycle. We have now also discussed the theoretical 
maximum TPF in the absence of any preparatory periods, and we have done this in the context of 
approaching a theoretical maximum of 35 per min with an optimal user interface. We have copied this 
paragraph below for the reviewer’s convenience (added text is purple): 
 

We included pre-selection rows and columns to allow the participant a brief preparation 
period before clicking into the first row or first column, respectively (Supplementary Fig. 9). 
However, the total time the switch scanner spent in these preparatory regions was 4 s per 
scanning cycle, during which the application could not receive clicks. For a future study 
participant, we may slowly start shortening these preparation periods and possibly eliminate 
them completely as the participant becomes more comfortable with timing his or her 
attempted grasps to highlighted rows or columns. Considering that we designed the 
application such that the language model’s most probable words and letters appear in the 
top two “clickable” rows, reducing the total scan time by 4 sec per desired button could 
significantly increase the spelling rate. For example, assuming a TPF of 11 per min where half 
of the true positives were row clicks (succeeding preparatory periods of 3 s) and half were 
column clicks (succeeding preparatory periods of 1 s), the total time of the scanner spent in 

preparatory periods would be 22 s (5.5 𝑇𝑃 ×
3 𝑠

𝑇𝑃
+ 5.5 𝑇𝑃 ×  

1 𝑠

𝑇𝑃
). Reducing these 

preparatory times to 0 s would have thus resulted in a TPF of 17.4 per min (
11 𝑇𝑃

60 𝑠−22 𝑠
×  

60 𝑠

𝑚𝑖𝑛
). 

It could similarly be beneficial to rearrange the keyboard such that the most used letters take 
the fewest scans to reach (i.e., placement in the top left corner of the keyboard). Indeed, 
given a latency of 0.68 s from attempted grasp onset to click with the lock-out period of 1 s 
(1.68 s attributed to each click) a theoretical maximum TPF of 35 clicks per min could be 
approached with the appropriate user interface. 

 
 
9) In the figures, statistically significant difference between different elements could be using * notation 
or mention this in the caption of the figure for clarity if applicable. 
 
Thank you for this suggestion. We reviewed the figures in the main text and in the supplementary 
material and confirmed that the only place where the * was appropriate was in Fig. 5g of the main text: 



 
 
In this figure, we show in a box and whisker plot that there is a small, but significant difference in the 
confusion scores using features from all channels vs. features from channels over only the hand knob. We 
specified that the * represents a P-value of statistical significance in the caption of this figure: 
 

“(* P = 0.015, two-sided Wilcoxon Rank-Sum test with 3-way Bonferroni-Holm correction).” 
 
Other figures to which we considered adding a * were Fig. 4, and Supplementary Figs. 11 and 18. 
However, for Fig. 4, we did not display the comparison between 7-vote and 4-vote metrics using box and 
whisker plots (or any comparable visualization) and therefore there was nowhere to neatly place the *. In 
Supplementary Fig. 11, there were no statistically significant differences between simulated sensitivities 
or FPFs corresponding to any pair of number of training trials. In Supplementary Fig. 18, we did not 
compare metrics of any two voting thresholds using P-value; rather the information in this figure was 
used for computing an F1-score for selecting the optimal voting threshold.  
 
 
10) Line 642 “Conversely, we found an increase in the magnitude of low frequency power”, should this 
be … conversely, we found increased desynchronization in low frequencies during this transient period? 
Looking at supplementary figure 16, it appears that ERD has increased during this transient period. 
 
Thank you for this suggestion. We have corrected this as recommended. See below for your convenience 
(relevant text is purple in the revised manuscript): 
 

“Conversely, we found an increase in the event-related desynchronization (ERD) magnitude of 
low frequency power (10-30 Hz) (Supplementary Fig. 16).” 
 
 

Reviewer #4 (Remarks to the Author): 
the authors have done a great job to address my comments. Eddie Chang 
 
We thank you for your feedback. 



REVIEWERS' COMMENTS: 

 

Reviewer #1 (Remarks to the Author): 

 

Thank you for the revisions. I recommend moving to publication. 

 

 

Reviewer #3 (Remarks to the Author): 

 

The authors have addressed all my comments and I am satisfied with the revised manuscript. 
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