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TRIPOD Checklist: Prediction Model Development and Validation 

Section Item Checklist description
Reported on Page 
Number/Line 
Number

Reported on  
Section/Paragraph

Title and abstract

Title 1 D;V Identify the study as developing and/or validating a multivariable prediction model, the target 

population, and the outcome to be predicted.

Abstract 2 D;V Provide a summary of objectives, study design, setting, participants, sample size, predictors, 

outcome, statistical analysis, results, and conclusions.

Introduction

Background and 

objectives

3a D;V Explain the medical context (including whether diagnostic or prognostic) and rationale for developing 

or validating the multivariable prediction model, including references to existing models.

3b D;V Specify the objectives, including whether the study describes the development or validation of the 

model or both.

Methods

Source of data 4a D;V Describe the study design or source of data (e.g., randomized trial, cohort, or registry data), 

separately for the development and validation data sets, ifapplicable.

4b D;V Specify the key study dates, including start of accrual; end of accrual; and, if applicable, end of follow-up.

Participants 5a D;V Specify key elements of the study setting (e.g., primary care, secondary care, general population) 

including number and location of centres.

5b D;V Describe eligibility criteria for participants.

5c D;V Give details of treatments received, if relevant.

Outcome 6a D;V Clearly define the outcome that is predicted by the prediction model, including how and when 

assessed.

6b D;V Report any actions to blind assessment of the outcome to be predicted.

Predictors 7a D;V Clearly define all predictors used in developing or validating the multivariable prediction model, 

including how and when they were measured.

7b D;V Report any actions to blind assessment of predictors for the outcome and other predictors.

Sample size 8 D;V Explain how the study size was arrived at.
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Missing data 9 D;V Describe how missing data were handled (e.g., complete-case analysis, single imputation, multiple 

imputation) with details of any imputation method.

Statistical analysis 

methods

10a D Describe how predictors were handled in the analyses.

10b D Specify type of model, all model-building procedures (including any predictor selection), and method 

for internal validation.

10c V For validation, describe how the predictions were calculated. 

10d D;V Specify all measures used to assess model performance and, if relevant, to compare multiple models.

10e V Describe any model updating (e.g., recalibration) arising from the validation, if done. 

Risk groups 11 D;V Provide details on how risk groups were created, if done.

Development vs. 

validation 

12 V For validation, identify any differences from the development data in setting, eligibility criteria, 

outcome, and predictors.  

Results

Participants 13a D;V Describe the flow of participants through the study, including the number of participants with and 

without the outcome and, if applicable, a summary of the follow-up time. A diagram may be helpful.

13b D;V Describe the characteristics of the participants (basic demographics, clinical features, available 

predictors), including the number of participants with missing data for predictors and outcome.

13c V For validation, show a comparison with the development data of the distribution of important 

variables (demographics, predictors and outcome).  

Model 

development

14a D Specify the number of participants and outcome events in each analysis.

14b D If done, report the unadjusted association between each candidate predictor and outcome.

Model 

specification

15a D Present the full prediction model to allow predictions for individuals (i.e., all regression coefficients, 

and model intercept or baseline survival at a given time point).

15b D Explain how to the use the prediction model.

Model 

performance

16 D;V Report performance measures (with CIs) for the prediction model.

Model-updating 17 V If done, report the results from any model updating (i.e., model specification, model performance). 

Discussion

Limitations 18 D;V Discuss any limitations of the study (such as nonrepresentative sample, few events per predictor, 

missing data).
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Interpretation 19a V For validation, discuss the results with reference to performance in the development data, and any 

other validation data.  

19b D;V Give an overall interpretation of the results, considering objectives, limitations, and results from similar 

studies, and other relevant evidence.

Implications 20 D;V Discuss the potential clinical use of the model and implications for future research.

Other information

Supplementary 

information

21 D;V Provide information about the availability of supplementary resources, such as study protocol, Web 

calculator, and data sets.

Funding 22 D;V Give the source of funding and the role of the funders for the present study.

* Items relevant only to the development of a prediction model are denoted by D, items relating solely to a validation of a prediction model are denoted by V, and items relating to 
both are denoted D;V. We recommend using the TRIPOD Checklist in conjunction with the TRIPOD Explanation and Elaboration document.
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	文本域1042: Prognostic Prediction Modeling Study in Acute Myocardial Infarction Patients after Percutaneous Coronary Intervention: Hemorrhoea and Major Cardiovascular Adverse Events(Line 3-5). [Prognosis; Development;Validation]
	文本域1052: Worldwide, it has been discovered that the cardiovascular disease (CVD) leads to the death of middle-aged and elderly people, and its incidence is steadily rising (1). A report (2) indicated that CVD ranks first among causes of disease death throughout urban and rural residents in China. Thus, CVD is responsible for 2 out of every 5 deaths. Acute myocardial infarction (AMI), a type of CVD, stands out as a frequently occurring condition characterized by sudden onset, an increased death and disability rate, and a high recurrence rate (3). Percutaneous coronary intervention (PCI) is one of the most important and effective diagnostic and treatment techniques for AMI. Also, complications after PCI have attracted wide interest, particularly the long-term prognosis after PCI (4). Although PCI can resolve coronary artery stenosis, it cannot affect atherosclerosis. Cardiovascular adverse events will still occur, and coronary artery stenosis will remain a possibility (5). Increasing incidences of major cerebrovascular and cardiovascular events can be discovered with prolongation of time after PCI (6). Further, patients who undergo PCI are at a higher risk of experiencing a cardiovascular adverse event such as rebleeding or reinfarction, which are unpredictable clinical difficulties (7). Therefore, it is very urgent to pay attention to the prediction of prognosis after PCI. Existing works have suggested the potential of machine learning to predict the major adverse events of CVD after PCI. Nonetheless, postoperative hemorrhea, cardiac death, and in-stent restenosis have not been appropriately predicted in CVD patients (Line 72-91).[Prognosis; Development]
	文本域1048: Background: At present, the traditional prediction models for postoperative events after percutaneous coronary intervention (PCI) are ineffective. Machine learning has great potential in identification and prediction of risk, which can thus help to deal with a large number of complex data and improve the prediction ability of the models. This study sought to identify the risk of hemorrhea and major adverse cardiovascular events (MACE) in patients after PCI through machine learning.
Methods: The entire study population consisted of 7,931 individual patients who underwent PCI at The First Affiliated Hospital, Nanjing Medical University and Jiangnan University Medical Center from January 2007 to January 2022. The risk of postoperative hemorrhea and MACE (including cardiac death and in-stent restenosis) was predicted by 53 clinical features after admission. Different machine learning algorithms, including eXtreme Gradient Boosting (XGBoost), random forest (RF), and deep learning neural network (DNN), were trained to build prediction models. A 5-fold cross-validation was applied to correct errors. Several evaluation indexes, including the area under the receiver operating characteristic (ROC) curve (AUC), accuracy (Acc), sensitivity (Sens), specificity (Spec), and net reclassification improvement (NRI), were used to compare the predictive performance. To improve the interpretability of the model, SHapley Additive exPlanation method was introduced.
Results: In this study, 306 patients (3.9%) experienced hemorrhea, 107 patients (1.3%) experienced cardiac death, and 218 patients (2.7%) developed in-stent restenosis. XGBoost was observed to be the best predictor of every event, namely hemorrhea [AUC: 0.921, 95% confidence interval (CI): 0.864–0.978, Acc: 0.845, Sens: 0.851, Spec: 0.837 and NRI: 0.140], cardiac death (AUC: 0.939, 95% CI: 0.903–0.975, Acc: 0.914, Sens: 0.950, Spec: 0.800 and NRI: 0.148), and in-stent restenosis (AUC: 0.915; 95% CI: 0.863–0.967, Acc: 0.834, Sens: 0.778, Spec: 0.902 and NRI: 0.077).
Conclusions: The XGBoost model (machine learning) performed better than the traditional logistic regression model in identifying hemorrhea and MACE after PCI. Machine learning models can be used as a tool to help clinicians to better manage patients undergoing PCI(Line 35-64).[Prog�nosis; Development]
	文本域1053: As an important branch of artificial intelligence, a high-dimensional and complex mathematical model has been built by machine learning to perform fast and good classifications and regressions on clinical and imaging data. Machine learning has shown great potential in healthcare for disease diagnosis, risk prediction, and identification (8-10). Motwani et al. studied 10,030 patients with suspected coronary artery disease (CAD) over a period of 5 years, all of whom underwent coronary computed tomography angiography (CCTA). The authors evaluated 25 clinical and 44 CCTA features, and both categories were positive for CAD. Through machine learning, the authors predicted the overall mortality rate with a higher area under the curve (AUC) (11). As of now, relatively few studies have been conducted using machine learning to predict severe adverse reactions after PCI.
This study sought to build a clinical data model that can accurately predict the prognosis of patients after PCI through machine learning, control the risk of postoperative hemorrhea and major adverse cardiovascular events (MACE), as well as provide more evidence for clinical treatment. The modeling study includes the development and validation process(Line 92-107). [Prognosis; Development;Validation]
	文本域1056: In this study, we extracted medical records, treatment plans, and clinical outcome data from Jiangsu Provincial Hospital and Wuxi Second People’s Hospital. Finally, we obtained a total of 7,931 cases. All patients who met the criteria for PCI between January 2007 to January 2022 were included in this study. The AMI patients with PCI met all the following criteria: (I) AMI must meet the diagnostic criteria set out in “Guidelines for the Diagnosis and Treatment of Acute ST-High Myocardial Infarction (2015 Edition)”; (II) without malignant tumors; (III) PCI was performed in an emergency situation; (IV) a good level of stability was maintained by the hemodynamics; (V) the patients were in good condition to detect the radial artery pulse; (VI) informed consent forms were signed by members of the patients’ families. AMI patients with therapy contraindications were excluded from the study. Vital signs, clinical manifestations, laboratory test results, drug regimen, postoperative adverse events, and so on, were recorded in detail. After a hospital discharge, patient data were collected by trained researchers(Line 111-124). [Prognosis; Development]
	文本域10110: In this study, we extracted medical record, treatment plan and clinical outcome data from Jiangsu Provincial Hospital and Wuxi Second People's Hospital(Line 111-112). [Prognosis; Development]
	文本域10116: Primary outcomes included hemorrhoa, cardiac death, and in-stent restenosis. Hemorrhea was defined as major or minor bleeding with Bleeding Academic Research Consortium (BARC) (12) ≥2. Cardiac death was defined as an unexpected sudden death due to a heart condition occurring within 1 hour of symptom onset. In-stent restenosis was defined as an event with re-narrowing of ≥50% of the vessel diameter(Line 127-132). [Prognosis; Development]
	文本域10120: First, we selected 56 features and manually labeled each feature as a number or category. The features were as follows: gender, age (y), gender, body mass index (BMI; kg/m2), weight (kg), anamnesis (history of hypertension, diabetes, coronary heart disease, myocardial infarction, cerebral infarction, smoking, and others), systolic and diastolic blood pressure (mmHg), heart rate (bpm), lab results [hemoglobin (g/L), platelet (×109/L), and others], position of stents, application of drug-eluting stents and drug-coated balloons, left ventricular ejection fraction (%), treatment options [dual antiplatelet therapy (DAPT), statins, and others], and other detailed features(Line 141-148). [Prognosis; Development]
	文本域1043: Prognostic Prediction Modeling Study in Acute Myocardial Infarction Patients after Percutaneous Coronary Intervention: Hemorrhoea and Major Cardiovascular Adverse Events(Title). [Prognosis; Development;Validation]
	文本域1054: Worldwide, it has been discovered that the cardiovascular disease (CVD) leads to the death of middle-aged and elderly people, and its incidence is steadily rising (1). A report (2) indicated that CVD ranks first among causes of disease death throughout urban and rural residents in China. Thus, CVD is responsible for 2 out of every 5 deaths. Acute myocardial infarction (AMI), a type of CVD, stands out as a frequently occurring condition characterized by sudden onset, an increased death and disability rate, and a high recurrence rate (3). Percutaneous coronary intervention (PCI) is one of the most important and effective diagnostic and treatment techniques for AMI. Also, complications after PCI have attracted wide interest, particularly the long-term prognosis after PCI (4). Although PCI can resolve coronary artery stenosis, it cannot affect atherosclerosis. Cardiovascular adverse events will still occur, and coronary artery stenosis will remain a possibility (5). Increasing incidences of major cerebrovascular and cardiovascular events can be discovered with prolongation of time after PCI (6). Further, patients who undergo PCI are at a higher risk of experiencing a cardiovascular adverse event such as rebleeding or reinfarction, which are unpredictable clinical difficulties (7). Therefore, it is very urgent to pay attention to the prediction of prognosis after PCI. Existing works have suggested the potential of machine learning to predict the major adverse events of CVD after PCI. Nonetheless, postoperative hemorrhea, cardiac death, and in-stent restenosis have not been appropriately predicted in CVD patients(Introduction, Paragraph 1).[Prognosis; Development]
	文本域1049: Background: At present, the traditional prediction models for postoperative events after percutaneous coronary intervention (PCI) are ineffective. Machine learning has great potential in identification and prediction of risk, which can thus help to deal with a large number of complex data and improve the prediction ability of the models. This study sought to identify the risk of hemorrhea and major adverse cardiovascular events (MACE) in patients after PCI through machine learning.
Methods: The entire study population consisted of 7,931 individual patients who underwent PCI at The First Affiliated Hospital, Nanjing Medical University and Jiangnan University Medical Center from January 2007 to January 2022. The risk of postoperative hemorrhea and MACE (including cardiac death and in-stent restenosis) was predicted by 53 clinical features after admission. Different machine learning algorithms, including eXtreme Gradient Boosting (XGBoost), random forest (RF), and deep learning neural network (DNN), were trained to build prediction models. A 5-fold cross-validation was applied to correct errors. Several evaluation indexes, including the area under the receiver operating characteristic (ROC) curve (AUC), accuracy (Acc), sensitivity (Sens), specificity (Spec), and net reclassification improvement (NRI), were used to compare the predictive performance. To improve the interpretability of the model, SHapley Additive exPlanation method was introduced.
Results: In this study, 306 patients (3.9%) experienced hemorrhea, 107 patients (1.3%) experienced cardiac death, and 218 patients (2.7%) developed in-stent restenosis. XGBoost was observed to be the best predictor of every event, namely hemorrhea [AUC: 0.921, 95% confidence interval (CI): 0.864–0.978, Acc: 0.845, Sens: 0.851, Spec: 0.837 and NRI: 0.140], cardiac death (AUC: 0.939, 95% CI: 0.903–0.975, Acc: 0.914, Sens: 0.950, Spec: 0.800 and NRI: 0.148), and in-stent restenosis (AUC: 0.915; 95% CI: 0.863–0.967, Acc: 0.834, Sens: 0.778, Spec: 0.902 and NRI: 0.077).
Conclusions: The XGBoost model (machine learning) performed better than the traditional logistic regression model in identifying hemorrhea and MACE after PCI. Machine learning models can be used as a tool to help clinicians to better manage patients undergoing PCI(Abstract).[Prognosis; Development]
	文本域1055: As an important branch of artificial intelligence, a high-dimensional and complex mathematical model has been built by machine learning to perform fast and good classifications and regressions on clinical and imaging data. Machine learning has shown great potential in healthcare for disease diagnosis, risk prediction, and identification (8-10). Motwani et al. studied 10,030 patients with suspected coronary artery disease (CAD) over a period of 5 years, all of whom underwent coronary computed tomography angiography (CCTA). The authors evaluated 25 clinical and 44 CCTA features, and both categories were positive for CAD. Through machine learning, the authors predicted the overall mortality rate with a higher area under the curve (AUC) (11). As of now, relatively few studies have been conducted using machine learning to predict severe adverse reactions after PCI.
This study sought to build a clinical data model that can accurately predict the prognosis of patients after PCI through machine learning, control the risk of postoperative hemorrhea and major adverse cardiovascular events (MACE), as well as provide more evidence for clinical treatment. The modeling study includes the development and validation process(Introduction, Paragraph 2-3).[Prognosis; Development]
	文本域1057: In this study, we extracted medical records, treatment plans, and clinical outcome data from Jiangsu Provincial Hospital and Wuxi Second People’s Hospital. Finally, we obtained a total of 7,931 cases. All patients who met the criteria for PCI between January 2007 to January 2022 were included in this study. The AMI patients with PCI met all the following criteria: (I) AMI must meet the diagnostic criteria set out in “Guidelines for the Diagnosis and Treatment of Acute ST-High Myocardial Infarction (2015 Edition)”; (II) without malignant tumors; (III) PCI was performed in an emergency situation; (IV) a good level of stability was maintained by the hemodynamics; (V) the patients were in good condition to detect the radial artery pulse; (VI) informed consent forms were signed by members of the patients’ families. AMI patients with therapy contraindications were excluded from the study. Vital signs, clinical manifestations, laboratory test results, drug regimen, postoperative adverse events, and so on, were recorded in detail. After a hospital discharge, patient data were collected by trained researchers(Methods-Study population and criterion, Paragraph 1).[Prognosis; Development]
	文本域10111: In this study, we extracted medical record, treatment plan and clinical outcome data from Jiangsu Provincial Hospital and Wuxi Second People's Hospital(Methods-Study population and criterion, Paragraph 1).[Prognosis; Development]
	文本域10117: Primary outcomes included hemorrhoa, cardiac death, and in-stent restenosis. Hemorrhea was defined as major or minor bleeding with Bleeding Academic Research Consortium (BARC) (12) ≥2. Cardiac death was defined as an unexpected sudden death due to a heart condition occurring within 1 hour of symptom onset. In-stent restenosis was defined as an event with re-narrowing of ≥50% of the vessel diameter(Methods-Study outcomes, Paragraph 1).[Prognosis; Development]
	文本域10121: First, we selected 56 features and manually labeled each feature as a number or category. The features were as follows: gender, age (y), gender, body mass index (BMI; kg/m2), weight (kg), anamnesis (history of hypertension, diabetes, coronary heart disease, myocardial infarction, cerebral infarction, smoking, and others), systolic and diastolic blood pressure (mmHg), heart rate (bpm), lab results [hemoglobin (g/L), platelet (×109/L), and others], position of stents, application of drug-eluting stents and drug-coated balloons, left ventricular ejection fraction (%), treatment options [dual antiplatelet therapy (DAPT), statins, and others], and other detailed features(Methods-Model construction and validation, Paragraph 2).[Prognosis; Development]
	文本域1073: All patients who met criteria for PCI between January 2007 to January 2022 were included in this study(Methods-Study population and criterion, Paragraph 1).[Prognosis; Development]
	文本域10112: All patients who met the criteria for PCI between January 2007 to January 2022 were included in this study. The AMI patients with PCI met all the following criteria: (I) AMI must meet the diagnostic criteria set out in “Guidelines for the Diagnosis and Treatment of Acute ST-High Myocardial Infarction (2015 Edition)”; (II) without malignant tumors; (III) PCI was performed in an emergency situation; (IV) a good level of stability was maintained by the hemodynamics; (V) the patients were in good condition to detect the radial artery pulse; (VI) informed consent forms were signed by members of the patients’ families(Methods-Study population and criterion, Paragraph 1).[Prognosis; Development]
	文本域10114: First, we selected 56 features and manually labeled each feature as a number or category. The features were as follows: gender, age (y), gender, body mass index (BMI; kg/m2), weight (kg), anamnesis (history of hypertension, diabetes, coronary heart disease, myocardial infarction, cerebral infarction, smoking, and others), systolic and diastolic blood pressure (mmHg), heart rate (bpm), lab results [hemoglobin (g/L), platelet (×109/L), and others], position of stents, application of drug-eluting stents and drug-coated balloons, left ventricular ejection fraction (%), treatment options [dual antiplatelet therapy (DAPT), statins, and others], and other detailed features(Methods-Model construction and validation, Paragraph 2).[Prognosis; Development]
	文本域10118: N/A
	文本域10122: N/A
	文本域10124: In this study, we extracted medical record, treatment plan and clinical outcome data from Jiangsu Provincial Hospital and Wuxi Second People's Hospital. In the end, we obtained a total of 7,931 cases(Methods-Study population and criterion, Paragraph 1).[Prognosis; Development]
	文本域1074: All patients who met criteria for PCI between January 2007 to January 2022 were included in this study(Line 113-114). [Prognosis; Development]
	文本域10113: All patients who met the criteria for PCI between January 2007 to January 2022 were included in this study. The AMI patients with PCI met all the following criteria: (I) AMI must meet the diagnostic criteria set out in “Guidelines for the Diagnosis and Treatment of Acute ST-High Myocardial Infarction (2015 Edition)”; (II) without malignant tumors; (III) PCI was performed in an emergency situation; (IV) a good level of stability was maintained by the hemodynamics; (V) the patients were in good condition to detect the radial artery pulse; (VI) informed consent forms were signed by members of the patients’ families(Line 114-120). [Prognosis; Development]
	文本域10115: First, we selected 56 features and manually labeled each feature as a number or category. The features were as follows: gender, age (y), gender, body mass index (BMI; kg/m2), weight (kg), anamnesis (history of hypertension, diabetes, coronary heart disease, myocardial infarction, cerebral infarction, smoking, and others), systolic and diastolic blood pressure (mmHg), heart rate (bpm), lab results [hemoglobin (g/L), platelet (×109/L), and others], position of stents, application of drug-eluting stents and drug-coated balloons, left ventricular ejection fraction (%), treatment options [dual antiplatelet therapy (DAPT), statins, and others], and other detailed features(Line 141-148). [Prognosis; Development]
	文本域10119: N/A
	文本域10123: N/A
	文本域10125: In this study, we extracted medical record, treatment plan and clinical outcome data from Jiangsu Provincial Hospital and Wuxi Second People's Hospital. In the end, we obtained a total of 7,931 cases(Line 111-113). [Prognosis; Development]
	文本域1062: Afterwards, the mean value, mode, and number of missing values were analyzed in detail. The number of missing values for each feature was counted and sorted (Figure 1). Features with more than 80% missing values were deleted, namely hemoglobin Alc (HbA1c), C-reactive protein (CRP), and cardiac troponin I (cTnI). Among features with less than 80% missing values, continuous features such as albumin (ALB) and white blood cells (WBC), were filled with the mean, whereas discrete features (such as drug eluting stents) were filled with the mode(Line 149-155). [Prognosis; Development]
	文本域1063: In this study, the versions of the tools and libraries we used were Python 3.10 (https://www.python.org/) and scikit-learn 1.3 (https://scikit-learn.org/) for the machine learning. In a respective manner, frequencies and percentages were used to describe discrete features (e.g., gender), whereas mean and standard deviation (SD) were employed to report continuous features (e.g., diastolic and systolic blood pressures). A P-value <0.05 was set as the statistically significant threshold(Line 135-140). [Prognosis; Development]
Of note, we randomly divided the entire data set into a test set (30%, n=2,380) and a training set (70%, n=5,551). Classifiers can be biased toward the majority class if some classes have significantly fewer samples than others. To oversample the minority class, the Synthetic Minority Oversampling Technique (SMOTE) was applied in this study to balance the training set. Afterwards, we used logistic regression (LR) and machine learning models, including eXtreme Gradient Boosting (XGBoost), random forest (RF), and deep learning neural network (DNN), for prediction. Models were adjusted by 5-fold cross-validation. Later on, the best model with maximum mean AUC was applied to the test set (Figure 3)(Line 167-175). [Prognosis; Development]
	文本域10130: N/A.
The development and validation sets were generated randomly from the population in proportion.
	文本域10132: N/A
	文本域10134: This study included a total of 7931 independent cases, wherein the baseline characteristics were analyzed and the results are presented in Table 1. The patients had mean age of 65.8±11.3 years. Among all the patients, men accounted for the majority (73.7%) of the study population. With regards to the statistical analysis, 9 cardiovascular risk factors were selected. Most of the patients had hypertension (68.4%) or diabetes (70.5%), while nearly half of the patients were overweight (BMI ≥ 24 kg/m2, 46.1%), and more than half of the patients had a history of smoking (54.4%). In addition, only a small proportion had hyperlipidemia (39.4%)(Line 192-199). [Prognosis; Development]
Table 1. Baseline characteristics of the participants(Line 365-366). [Prognosis; Development;Validation]
The number of missing values for each feature was counted and sorted (Fig. 1). Features with more than 80% missing values were deleted, namely hemoglobin Alc (HbA1c), C-reactive protein (CRP) and cardiac troponin I (cTnI). Among features with less than 80% missing values, continuous features such as albumin (ALB), white blood cells (WBC), were filled with the mean, whilst discrete features (like drug eluting stents, etc.) were filled with the mode(Line 124-129). [Prognosis; Development]
	文本域10136: N/A
	文本域10142: N/A.
We can provide model code files if required. 
	文本域10146: Table 2. Comparison of different models by outcome(Line 454-457). [Prognosis; Development;Validation]
	文本域10150: There are various studies that have clearly predicted the prognosis in different time periods within and outside the hospital, and obtained better prediction results (14,27). Due to the poor compliance of patients and the memory decline of elderly patients, the occurrence time of adverse events during the follow-up period was not recorded completely in this study. We could not draw time-to-event curves to effectively predict adverse events in different time periods. In the future, we need to strengthen in-hospital health education improve patients’ compliance. In addition, for time data, the phased analysis is also important.
The clinical data so far still contain a number of other questions: (I) past history did not include current status assessment of patients, for example current smoking status was not assessed (such as frequency and quantity of cigarettes) or smoking cessation status (such as duration and method of smoking cessation). (Ⅱ) Vital signs did not accurately contain dynamic information, only the specific value was identified at the time of admission. Also lacking in dynamic information was laboratory data. (Ⅲ) In the perioperative period, changes in vital signs and laboratory data were not recorded. Although the type and number of stents and balloons were included, lack of specific information such as the size of stents and balloons could not be ignored. (Ⅳ) Treatment data did not involve other diseases. (Ⅴ) Human factors were not considered, such as the patient evaluation of the education experience, cognitive level, and treatment compliance, and an evaluation of the doctor’s professional title, years of practice, and experience. (Ⅵ) The data came from two different centers, wherein the amount of data from different sources were different, which may result in our data not being applicable to other regions, let alone other countries. More collaboration with other centers may help to compensate for this(Line 308-331). [Prognosis; Development;Validation]
	文本域1079: Afterwards, the mean value, mode, and number of missing values were analyzed in detail. The number of missing values for each feature was counted and sorted (Figure 1). Features with more than 80% missing values were deleted, namely hemoglobin Alc (HbA1c), C-reactive protein (CRP), and cardiac troponin I (cTnI). Among features with less than 80% missing values, continuous features such as albumin (ALB) and white blood cells (WBC), were filled with the mean, whereas discrete features (such as drug eluting stents) were filled with the mode(Methods-Model construction and validation, Paragraph 3).[Prognosis; Development]
	文本域1080: In this study, the versions of the tools and libraries we used were Python 3.10 (https://www.python.org/) and scikit-learn 1.3 (https://scikit-learn.org/) for the machine learning. In a respective manner, frequencies and percentages were used to describe discrete features (e.g., gender), whereas mean and standard deviation (SD) were employed to report continuous features (e.g., diastolic and systolic blood pressures). A P-value <0.05 was set as the statistically significant threshold(Methods-Model construction and validation, Paragraph 1).[Prognosis; Development]
Of note, we randomly divided the entire data set into a test set (30%, n=2,380) and a training set (70%, n=5,551). Classifiers can be biased toward the majority class if some classes have significantly fewer samples than others. To oversample the minority class, the Synthetic Minority Oversampling Technique (SMOTE) was applied in this study to balance the training set. Afterwards, we used logistic regression (LR) and machine learning models, including eXtreme Gradient Boosting (XGBoost), random forest (RF), and deep learning neural network (DNN), for prediction. Models were adjusted by 5-fold cross-validation. Later on, the best model with maximum mean AUC was applied to the test set(Methods-Model construction and validation, Paragraph 6).[Prognosis; Development]
	文本域10131: N/A.
The development and validation sets were generated randomly from the population in proportion.
	文本域10133: N/A
	文本域10135: This study included a total of 7931 independent cases, wherein the baseline characteristics were analyzed and the results are presented in Table 1. The patients had mean age of 65.8±11.3 years. Among all the patients, men accounted for the majority (73.7%) of the study population. With regards to the statistical analysis, 9 cardiovascular risk factors were selected. Most of the patients had hypertension (68.4%) or diabetes (70.5%), while nearly half of the patients were overweight (BMI ≥ 24 kg/m2, 46.1%), and more than half of the patients had a history of smoking (54.4%). In addition, only a small proportion had hyperlipidemia (39.4%)(Line 192-199). [Prognosis; Development]Table 1. Baseline characteristics of the participants(Line 365-366). [Prognosis; Development;Validation]The number of missing values for each feature was counted and sorted (Fig. 1). Features with more than 80% missing values were deleted, namely hemoglobin Alc (HbA1c), C-reactive protein (CRP) and cardiac troponin I (cTnI). Among features with less than 80% missing values, continuous features such as albumin (ALB), white blood cells (WBC), were filled with the mean, whilst discrete features (like drug eluting stents, etc.) were filled with the mode(Line 124-129). [Prognosis; Development]
	文本域10137: N/A
	文本域10143: N/A.
We can provide model code files if required. 
	文本域10147: Table 2. Comparison of different models by outcome(Table 2).[Prognosis; Development]
	文本域10151: There are various studies that have clearly predicted the prognosis in different time periods within and outside the hospital, and obtained better prediction results (14,27). Due to the poor compliance of patients and the memory decline of elderly patients, the occurrence time of adverse events during the follow-up period was not recorded completely in this study. We could not draw time-to-event curves to effectively predict adverse events in different time periods. In the future, we need to strengthen in-hospital health education improve patients’ compliance. In addition, for time data, the phased analysis is also important.
The clinical data so far still contain a number of other questions: (I) past history did not include current status assessment of patients, for example current smoking status was not assessed (such as frequency and quantity of cigarettes) or smoking cessation status (such as duration and method of smoking cessation). (Ⅱ) Vital signs did not accurately contain dynamic information, only the specific value was identified at the time of admission. Also lacking in dynamic information was laboratory data. (Ⅲ) In the perioperative period, changes in vital signs and laboratory data were not recorded. Although the type and number of stents and balloons were included, lack of specific information such as the size of stents and balloons could not be ignored. (Ⅳ) Treatment data did not involve other diseases. (Ⅴ) Human factors were not considered, such as the patient evaluation of the education experience, cognitive level, and treatment compliance, and an evaluation of the doctor’s professional title, years of practice, and experience. (Ⅵ) The data came from two different centers, wherein the amount of data from different sources were different, which may result in our data not being applicable to other regions, let alone other countries. More collaboration with other centers may help to compensate for this(Limitations, Paragraph 1-2).[Prognosis; Development]
	文本域1081: Afterwards, the mean value, mode, and number of missing values were analyzed in detail. The number of missing values for each feature was counted and sorted (Figure 1). Features with more than 80% missing values were deleted, namely hemoglobin Alc (HbA1c), C-reactive protein (CRP), and cardiac troponin I (cTnI). Among features with less than 80% missing values, continuous features such as albumin (ALB) and white blood cells (WBC), were filled with the mean, whereas discrete features (such as drug eluting stents) were filled with the mode. 
In order to understand the internal relationships between the features, we calculated and drew a correlation matrix of balanced data. Except that some features, for example smoking history significantly correlated with gender, had one-to-one correlation (Figure 2), we did not find that multiple features had complex correlations with each other. The selection of features was not affected. Ultimately, we included 53 features for the following study.
For each feature, we assessed the positive or negative effect on certain outcomes based on literature searches and clinical experience. For example, 24-hour blood pressure was strongly associated with all-cause mortality (13), whereas antiplatelet drugs had different effects on hemorrhea and in-stent restenosis. This helped feature preprocessing(Methods-Model construction and validation, Paragraph 3-5).[Prognosis; Development]
	文本域1082: Afterwards, the mean value, mode, and number of missing values were analyzed in detail. The number of missing values for each feature was counted and sorted (Figure 1). Features with more than 80% missing values were deleted, namely hemoglobin Alc (HbA1c), C-reactive protein (CRP), and cardiac troponin I (cTnI). Among features with less than 80% missing values, continuous features such as albumin (ALB) and white blood cells (WBC), were filled with the mean, whereas discrete features (such as drug eluting stents) were filled with the mode. 
In order to understand the internal relationships between the features, we calculated and drew a correlation matrix of balanced data. Except that some features, for example smoking history significantly correlated with gender, had one-to-one correlation (Figure 2), we did not find that multiple features had complex correlations with each other. The selection of features was not affected. Ultimately, we included 53 features for the following study.
For each feature, we assessed the positive or negative effect on certain outcomes based on literature searches and clinical experience. For example, 24-hour blood pressure was strongly associated with all-cause mortality (13), whereas antiplatelet drugs had different effects on hemorrhea and in-stent restenosis. This helped feature preprocessing(Line 149-166). [Prognosis; Development]
	文本域1083: Afterwards, we used logistic regression (LR) and machine learning models, including eXtreme Gradient Boosting (XGBoost), random forest (RF), and deep learning neural network (DNN), for prediction. Models were adjusted by 5-fold cross-validation. Later on, the best model with maximum mean AUC was applied to the test set (Figure 3)(Methods-Model construction and validation, Paragraph 6).[Prognosis; Validation]
	文本域1084: Herein, we drew receiver operating characteristic (ROC) curves of all the models before measuring their performance with sensitivity (Sens), specificity (Spec), accuracy (Acc), AUC, and net reclassification improvement (NRI). For imbalanced data sets, the binary classifiers’ performance was often evaluated using their AUCs. The model with higher Acc, Sens, Spec, AUC, and NRI has better predictive performance. Conversely, the closer the Acc, Sens, Spec, and NRI were to 0 and the closer AUC was to 0.5, the worse the predictive performance was(Methods-Model comparison
, Paragraph 1).[Prognosis; Validation]
	文本域10126: N/A.
Machine learning model parameters were automatically updated based on validation data.
	文本域10128: N/A
	文本域10138: N/A
	文本域10140: It was not convenient to directly interpret the model results, so the SHapley Additive exPlanation method was introduced to improve the interpretability of the results. Using the SHAP method, it was possible to understand the extent to which different features contribute to the prediction. In addition, the ranking of promoting and inhibiting features were visible when the prediction results were output for each unique patient(Methods-Model explanation, Paragraph 1).[Prognosis; Development]
	文本域10144: Using the current features, we constructed an online calculator (https://prediction-model-for-mace.streamlit.app/). The calculator enables patients to make predictions of their own prognosis. Also, doctors are able to understand the weight of different features in the prediction result, then further evaluate and adjust the treatment strategy in combination with the clinical situation(Discussion, Paragraph 3).[Prognosis; Development]
	文本域10148: N/A
	文本域1085: Afterwards, we used logistic regression (LR) and machine learning models, including eXtreme Gradient Boosting (XGBoost), random forest (RF), and deep learning neural network (DNN), for prediction. Models were adjusted by 5-fold cross-validation. Later on, the best model with maximum mean AUC was applied to the test set (Figure 3)(Line 154-158).[Prognosis; Validation]
	文本域1086: Herein, we drew receiver operating characteristic (ROC) curves of all the models before measuring their performance with sensitivity (Sens), specificity (Spec), accuracy (Acc), AUC, and net reclassification improvement (NRI). For imbalanced data sets, the binary classifiers’ performance was often evaluated using their AUCs. The model with higher Acc, Sens, Spec, AUC, and NRI has better predictive performance. Conversely, the closer the Acc, Sens, Spec, and NRI were to 0 and the closer AUC was to 0.5, the worse the predictive performance was(Line 178-184). [Prognosis; Validation]
	文本域10127: N/A.
Machine learning model parameters were automatically updated based on validation data.
	文本域10129: N/A
	文本域10139: N/A
	文本域10141: It was not convenient to directly interpret the model results, so the SHapley Additive exPlanation method was introduced to improve the interpretability of the results. Using the SHAP method, it was possible to understand the extent to which different features contribute to the prediction. In addition, the ranking of promoting and inhibiting features were visible when the prediction results were output for each unique patient(Line 187-192). [Prognosis; Development]
	文本域10145: Using the current features, we constructed an online calculator (https://prediction-model-for-mace.streamlit.app/). The calculator enables patients to make predictions of their own prognosis. Also, doctors are able to understand the weight of different features in the prediction result, then further evaluate and adjust the treatment strategy in combination with the clinical situation(Line 268272). [Prognosis; Development]
	文本域10149: N/A
	文本域1067: Article information: https://dx.doi.org/10.21037/jtd-24-1362*As the checklist was provided upon initial submission, the page number/line number reported may be changed due to copyediting and may not be referable in the published version. In this case, the section/paragraph may be used as an alternative reference.
	文本域10152: The prognosis prediction is difficult yet of significant importance. Traditional LR is not always efficient (14-19). We have built a model to predict hemorrhea and MACE (cardiac death and in-stent restenosis) after PCI. Satisfactorily, the model showed good performance. 
The XGBoost is a recently developed advanced machine learning algorithm, which integrates a series of decision trees into a more powerful classifier (20). Particularly, XGBoost integrates a sparse sensing algorithm for accurately handling missing values. All our case data came from the structured data of the medical system including the past history, vital signs, laboratory data, operation-related data, and postoperative treatment. The prediction can be carried out right after the postoperative treatment decision is completed, which provides evidence for subsequent intervention.
When dealing with medical problems using the SHAP method, it is important to understand that the explanations are not causal. For example, a large contribution of a feature does not mean that this feature is a risk factor of the outcome. This relationship can only indicate to what extent the performance of the model can be improved due to the contribution of the features.
Using the current features, we constructed an online calculator (https://prediction-model-for-mace.streamlit.app/). The calculator enables patients to make predictions of their own prognosis. Also, doctors are able to understand the weight of different features in the prediction result, then further evaluate and adjust the treatment strategy in combination with the clinical situation. There is no clear limit to how many features a wellperforming model should involve, or the minimum number of features a model should contain for the sake of simplicity of the model and calculator. Therefore, in order to better predict multiple adverse events, we retained the features as much as possible to reduce the information loss.
The number and position of stents and DCB reflected the location and severity of lesions, and contributed the most to prediction. DAPT was also of high importance. Jeger et al. (21) found that the rate of major bleeding [Kaplan-Meier estimate 2% versus 4%, hazard ratio (HR) 0.43, 95% CI: 0.17–1.13; P=0.088] was lower in DCB versus DES. However, the different combined effects of number of stents, position of stents (or culprit vessels), and DCB need to be further evaluated. The choice of DAPT in patients also requires caution, as ticagrelor is associated with a higher risk of bleeding (22) and fatal bleeding unrelated to coronary artery bypass grafting (23).
Cardiac death is a serious adverse event, and the feature importance suggested that the most significant predictor was age. Older patients have an increased burden of cardiovascular risk factors and ischemic disease, which requires more individualized treatment or care decisions (24). The following important features were the reflection of hepatic, renal, and coagulation function. Body weight was not as direct a reflection of a patient’s obesity as BMI, but it may also affect the medicine dosage. The link between weight and cardiac death was not direct. Correlation matrix (Figure 2) showed the strongest correlation between weight and Cr clearance (Ccr), thus suggesting that body weight may be related to renal function. It has been shown that weight loss significantly improved renal function in overweight individuals (25).
Despite many improvements in stent design and polymer coatings over the past 2 decades, in-stent restenosis remains a common clinical problem. In the prediction of in-stent restenosis, the model suggested that DCB, the number and position of stents, DES, and DAPT therapy were important influencing factors. The selection of aspirin and ticagrelor had greater influence on in-stent restenosis than that of aspirin and clopidogrel. Ullrich found that DES, small target vessels, complex lesions, length of the lesion stenosis, and other implantation-related factors were predictors (26). The use of DCB is often associated with small CAD and stent dilation after implantation. The number and position of stents may also be related to the length of the lesion stenosis and the severity of overall coronary disease. This study lacks more direct data, and this information needs to be supplemented in the future(Line 252-305). [Prognosis; Development;Validation]
	文本域10154: This study included a total of 7,931 independent cases, wherein the baseline characteristics were analyzed and the results are presented in Table 1. The patients had mean age of 65.8±11.3 years. Among all participants, men accounted for the majority (73.7%). With regards to the statistical analysis, 9 cardiovascular risk factors were selected. Most of the patients had hypertension (68.4%) or diabetes (70.5%), whereas nearly half of the patients were overweight (BMI ≥24 kg/m2, 46.1%), and more than half of the patients had a history of smoking (54.4%). In addition, only a small proportion had hyperlipidemia (39.4%).
In this study, we selected three machine learning models (RF, DNN, XGBoost) and LR. In the final comparison, overall NRIs of machine learning models were positive, whereas the prediction effect was improved compared with LR. Such results are in line with the advantages of machine learning in dealing with nonlinear, complex, and large data, among which XGBoost performed best in this study (Table 2).

##Hemorrhea
In the whole population, a total of 931 (3.9%) patients experienced bleeding. Among all of those with bleeding, hemorrhea with BARC ≥2 accounted for 32.9% (306–931sts). This indicates that about 1/3 of patients with bleeding after PCI needed further treatment. The prediction effect of XGBoost on this event was impressive [AUC: 0.921, 95% confidence interval (CI): 0.864–0.978, Acc: 0.845, Sens: 0.851, Spec: 0.837, and NRI: 0.140] (Figure 4A), which was obviously better than other machine learning models and LR. The importance order was accordingly number of stents, position of stents, drug-coated balloons (DCB), aspirin and clopidogrel, aspirin and ticagrelor, platelet (PLT), and other laboratory indexes (Figure 4B). The prediction of a unique individual suggested that the patient had a higher probability (0.87) of hemorrhea. Application of DCB, therapy of aspirin and ticagrelor, lack of proton pump inhibitor (PPI), β-blockers and angiotensin-converting enzyme inhibitor or angiotensin receptor blocker (ACEI or ARB), as well as weight (70 kg) had a promoting effect on hemorrhea, whereas the protective factor was the therapy of aspirin and clopidogrel (Figure 4C).

##Cardiac death
A total of 107 (1.3%) patients died of heart diseases. Machine learning performed well in predicting cardiac death, with XGBoost still having the best predictive effect (AUC: 0.939, 95% CI: 0.903–0.975, Acc: 0.914, Sens: 0.950, Spec: 0.800 and NRI:0.148) (Figure 5A). The features that affected the outcome in order of importance were age, number of stents, weight DCB, urea and others (Figure 5B). During the model validation, a particular patient was shown to have had an extremely high chance (0.95) of experiencing cardiac death. For this patient, advanced age (80 years), urea (16.48 mmol/L), ALB (28 g/L), lack of PPI, creatinine (Cr; 200.3 umol/L), history of smoking, and weight (70 kg) were the risk features, whereas the displayed protective feature was the therapy of ACEI or ARB (Figure 5C).

##In-stent restenosis
Of all the patients undergoing PCI, 7,775 (98.0%) were implanted with stents and 218 (2.7%) had in-stent restenosis. The XGBoost far outperformed other models (AUC: 0.915, 95% CI: 0.863–0.967, Acc: 834, Sens: 778, Spec: 0.902, and NRI: 0.077) in terms of in-stent restenosis prediction (Figure 6A). The main predictors of this event were DBC, number of stents, position of stents, β-blockers, aspirin and ticagrelor, drug-eluting stent (DES) and others (Figure 6B). From a certain prediction outcome, the promoting features that affected in-stent restenosis were application of DCB, number of stents (3), history of smoking, alanine aminotransferase (ALT; 268 U/L), therapy of aspirin and ticagrelor, and diastolic blood pressure (56 mmHg). This patient exhibited a great probability (0.84) of in-stent restenosis (Figure 6C)(Line 195-249). [Prognosis; Development;Validation]
	文本域10158: Using the current features, we constructed an online calculator (https://prediction-model-for-mace.streamlit.app/)(Line 268-269). [Prognosis; Development;Validation]
	文本域10153: The prognosis prediction is difficult yet of significant importance. Traditional LR is not always efficient (14-19). We have built a model to predict hemorrhea and MACE (cardiac death and in-stent restenosis) after PCI. Satisfactorily, the model showed good performance. 
The XGBoost is a recently developed advanced machine learning algorithm, which integrates a series of decision trees into a more powerful classifier (20). Particularly, XGBoost integrates a sparse sensing algorithm for accurately handling missing values. All our case data came from the structured data of the medical system including the past history, vital signs, laboratory data, operation-related data, and postoperative treatment. The prediction can be carried out right after the postoperative treatment decision is completed, which provides evidence for subsequent intervention.
When dealing with medical problems using the SHAP method, it is important to understand that the explanations are not causal. For example, a large contribution of a feature does not mean that this feature is a risk factor of the outcome. This relationship can only indicate to what extent the performance of the model can be improved due to the contribution of the features.
Using the current features, we constructed an online calculator (https://prediction-model-for-mace.streamlit.app/). The calculator enables patients to make predictions of their own prognosis. Also, doctors are able to understand the weight of different features in the prediction result, then further evaluate and adjust the treatment strategy in combination with the clinical situation. There is no clear limit to how many features a wellperforming model should involve, or the minimum number of features a model should contain for the sake of simplicity of the model and calculator. Therefore, in order to better predict multiple adverse events, we retained the features as much as possible to reduce the information loss.
The number and position of stents and DCB reflected the location and severity of lesions, and contributed the most to prediction. DAPT was also of high importance. Jeger et al. (21) found that the rate of major bleeding [Kaplan-Meier estimate 2% versus 4%, hazard ratio (HR) 0.43, 95% CI: 0.17–1.13; P=0.088] was lower in DCB versus DES. However, the different combined effects of number of stents, position of stents (or culprit vessels), and DCB need to be further evaluated. The choice of DAPT in patients also requires caution, as ticagrelor is associated with a higher risk of bleeding (22) and fatal bleeding unrelated to coronary artery bypass grafting (23).
Cardiac death is a serious adverse event, and the feature importance suggested that the most significant predictor was age. Older patients have an increased burden of cardiovascular risk factors and ischemic disease, which requires more individualized treatment or care decisions (24). The following important features were the reflection of hepatic, renal, and coagulation function. Body weight was not as direct a reflection of a patient’s obesity as BMI, but it may also affect the medicine dosage. The link between weight and cardiac death was not direct. Correlation matrix (Figure 2) showed the strongest correlation between weight and Cr clearance (Ccr), thus suggesting that body weight may be related to renal function. It has been shown that weight loss significantly improved renal function in overweight individuals (25).
Despite many improvements in stent design and polymer coatings over the past 2 decades, in-stent restenosis remains a common clinical problem. In the prediction of in-stent restenosis, the model suggested that DCB, the number and position of stents, DES, and DAPT therapy were important influencing factors. The selection of aspirin and ticagrelor had greater influence on in-stent restenosis than that of aspirin and clopidogrel. Ullrich found that DES, small target vessels, complex lesions, length of the lesion stenosis, and other implantation-related factors were predictors (26). The use of DCB is often associated with small CAD and stent dilation after implantation. The number and position of stents may also be related to the length of the lesion stenosis and the severity of overall coronary disease. This study lacks more direct data, and this information needs to be supplemented in the future(Discussion, Paragraph 1-6).[Prognosis; Development;Validation]
	文本域10155: This study included a total of 7,931 independent cases, wherein the baseline characteristics were analyzed and the results are presented in Table 1. The patients had mean age of 65.8±11.3 years. Among all participants, men accounted for the majority (73.7%). With regards to the statistical analysis, 9 cardiovascular risk factors were selected. Most of the patients had hypertension (68.4%) or diabetes (70.5%), whereas nearly half of the patients were overweight (BMI ≥24 kg/m2, 46.1%), and more than half of the patients had a history of smoking (54.4%). In addition, only a small proportion had hyperlipidemia (39.4%).
In this study, we selected three machine learning models (RF, DNN, XGBoost) and LR. In the final comparison, overall NRIs of machine learning models were positive, whereas the prediction effect was improved compared with LR. Such results are in line with the advantages of machine learning in dealing with nonlinear, complex, and large data, among which XGBoost performed best in this study (Table 2).

##Hemorrhea
In the whole population, a total of 931 (3.9%) patients experienced bleeding. Among all of those with bleeding, hemorrhea with BARC ≥2 accounted for 32.9% (306–931sts). This indicates that about 1/3 of patients with bleeding after PCI needed further treatment. The prediction effect of XGBoost on this event was impressive [AUC: 0.921, 95% confidence interval (CI): 0.864–0.978, Acc: 0.845, Sens: 0.851, Spec: 0.837, and NRI: 0.140] (Figure 4A), which was obviously better than other machine learning models and LR. The importance order was accordingly number of stents, position of stents, drug-coated balloons (DCB), aspirin and clopidogrel, aspirin and ticagrelor, platelet (PLT), and other laboratory indexes (Figure 4B). The prediction of a unique individual suggested that the patient had a higher probability (0.87) of hemorrhea. Application of DCB, therapy of aspirin and ticagrelor, lack of proton pump inhibitor (PPI), β-blockers and angiotensin-converting enzyme inhibitor or angiotensin receptor blocker (ACEI or ARB), as well as weight (70 kg) had a promoting effect on hemorrhea, whereas the protective factor was the therapy of aspirin and clopidogrel (Figure 4C).

##Cardiac death
A total of 107 (1.3%) patients died of heart diseases. Machine learning performed well in predicting cardiac death, with XGBoost still having the best predictive effect (AUC: 0.939, 95% CI: 0.903–0.975, Acc: 0.914, Sens: 0.950, Spec: 0.800 and NRI:0.148) (Figure 5A). The features that affected the outcome in order of importance were age, number of stents, weight DCB, urea and others (Figure 5B). During the model validation, a particular patient was shown to have had an extremely high chance (0.95) of experiencing cardiac death. For this patient, advanced age (80 years), urea (16.48 mmol/L), ALB (28 g/L), lack of PPI, creatinine (Cr; 200.3 umol/L), history of smoking, and weight (70 kg) were the risk features, whereas the displayed protective feature was the therapy of ACEI or ARB (Figure 5C).

##In-stent restenosis
Of all the patients undergoing PCI, 7,775 (98.0%) were implanted with stents and 218 (2.7%) had in-stent restenosis. The XGBoost far outperformed other models (AUC: 0.915, 95% CI: 0.863–0.967, Acc: 834, Sens: 778, Spec: 0.902, and NRI: 0.077) in terms of in-stent restenosis prediction (Figure 6A). The main predictors of this event were DBC, number of stents, position of stents, β-blockers, aspirin and ticagrelor, drug-eluting stent (DES) and others (Figure 6B). From a certain prediction outcome, the promoting features that affected in-stent restenosis were application of DCB, number of stents (3), history of smoking, alanine aminotransferase (ALT; 268 U/L), therapy of aspirin and ticagrelor, and diastolic blood pressure (56 mmHg). This patient exhibited a great probability (0.84) of in-stent restenosis (Figure 6C)(Results, Paragraph 1-5).[Prognosis; Development;Validation]
	文本域10159: Using the current features, we constructed an online calculator (https://prediction-model-for-mace.streamlit.app/)(Line 268-269). [Prognosis; Development;Validation]
	文本域10156: Using the current features, we constructed an online calculator (https://prediction-model-for-mace.streamlit.app/). The calculator enables patients to make predictions of their own prognosis. Also, doctors are able to understand the weight of different features in the prediction result, then further evaluate and adjust the treatment strategy in combination with the clinical situation. There is no clear limit to how many features a wellperforming model should involve, or the minimum number of features a model should contain for the sake of simplicity of the model and calculator. Therefore, in order to better predict multiple adverse events, we retained the features as much as possible to reduce the information loss(Discussion, Paragraph 3).[Prognosis; Development;Validation]
	文本域10160: The following funding bodies supported this work, namely National Natural Science Foundation of China (NSFC 82170269), Jiangsu Province Hospital (the First Affiliated Hospital of Nanjing Medical University) clinical capacity enhancement project (JSPH-MB-2021-15), Medical Program of Wuxi Health Commission, the Science and Technology Projects of Wuxi City (M202207, BJ2023029)(Funding, Paragraph 1).[Prognosis; Development;Validation]
	文本域10157: Using the current features, we constructed an online calculator (https://prediction-model-for-mace.streamlit.app/). The calculator enables patients to make predictions of their own prognosis. Also, doctors are able to understand the weight of different features in the prediction result, then further evaluate and adjust the treatment strategy in combination with the clinical situation. There is no clear limit to how many features a wellperforming model should involve, or the minimum number of features a model should contain for the sake of simplicity of the model and calculator. Therefore, in order to better predict multiple adverse events, we retained the features as much as possible to reduce the information loss(Line 268-276). [Prognosis; Development;Validation]
	文本域10161: The following funding bodies supported this work, namely National Natural Science Foundation of China (NSFC 82170269), Jiangsu Province Hospital (the First Affiliated Hospital of Nanjing Medical University) clinical capacity enhancement project (JSPH-MB-2021-15), Medical Program of Wuxi Health Commission, the Science and Technology Projects of Wuxi City (M202207, BJ2023029)(Line 356-361). [Prognosis; Development;Validation]


