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Rating Videos Anger Contempt Disgust Fear Happiness Sadness Surprise

1+ 15,188 3.4% 6.9% 4.3% 3.8% 0.9% 3.3% 2.4%
2+ 9,762 1.1% 2.8% 1.3% 1.6% 3.2% 1.0% 5.6%
3+ 4,370 0.9% 1.5% 1.0% 1.3% 14.1% 0.6% 7.7%
4+ 1,126 1.2% 1.1% 0.9% 1.5% 28.3% 0.7% 7.7%
5+ 306 0.7% 0.0% 0.0% 3.6% 49.0% 0.0% 7.2%

Table S1: Distribution of video ads in the Test Your Ad dataset by star rating. The
columns report the percentage of videos containing at least one emotion jump for each
rating category (e.g. 48.8% of 5+ star ads had a Happiness jump, while less than 1% of
1+ star ads had a Happiness jump).

Percentile Test Sample Size Accuracy

3% 13,098 36.5
2% 8,801 39.1
1% 4,702 40.9
0.5% 2,387 43.6
0.1% 473 42.7

Table S2: Test Your Ad data: test set size and average classification accuracy when using
different cutoff percentiles of the emotional jump distribution to define positive examples
for model training.
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Method Type Modality Frames PreTrained Accuracy

TSM (2019, [5]) 2D CNN RGB 8 ImageNet 74.2

TSAM 2D CNN RGB 8 ImageNet 73.3
TSAM 2D CNN RGB+audio 8+1 ImageNet 75.8
TSAM 2D CNN RGB 8 INet21K 75.8
TSAM 2D CNN RGB+audio 8+1 INet21K 77.8

TSM (2019, [5]) 2D CNN RGB 16 ImageNet 74.7

TSAM 2D CNN RGB 16 ImageNet 73.8
TSAM 2D CNN RGB+audio 16+1 ImageNet 76.4
TSAM 2D CNN RGB 16 INet21K 76.3
TSAM 2D CNN RGB+audio 16+1 INet21K 78.1

X3D-M(2020, [2]) 3D CNN RGB 16 - 76.0
X3D-L(2020, [2]) 3D CNN RGB 16 - 78.2
ViViT-L(2021, [1]) Transformer RGB 16 INet21K 80.6
UniFormer-S(2022, [4]) Transformer RGB 16 ImageNet 80.8

Table S3: Comparison of TSAM performance on Kinetics-400 action recognition bench-
mark versus state-of-the-art 2D CNN models using RGB modality with 16 frames + 1
audio frame input. TSAM achieves state-of-the-art accuracy among 2D CNN architectures
on this benchmark.

Method Type Frames ShiftDepth PreTrained Accuracy

TSM (2019, [5]) 2D CNN 8 1 ImageNet 45.6
TSM (2019, [5]) 2D CNN 16 1 ImageNet 47.2

TSAM 2D CNN 16 1 INet21K 50.1
TSAM 2D CNN 16 2 INet21K 50.4
TSAM 2D CNN 16 3 INet21K 50.7
TSAM 2D CNN 16 4 INet21K 51.1
TSAM 2D CNN 16 5 INet21K 51.0
TSAM 2D CNN 16 4 Kinetics400 52.1

CT-Net(2021, [3]) 3D CNN 16 - ImageNet 52.5
UniFormer-S(2022,[4]) Transformer 16 - Kinetics400 53.8

Table S4: Performance comparison of TSAM versus state-of-the-art 2D CNN models on the
Something-Something V1 benchmark using 16 frame RGB input. TSAM achieves state-
of-the-art accuracy among 2D CNN architectures.
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