
 

Supplementary Table 1. The impact of excluding individual institutions on consensus outcomes in 

the Delphi process. This presents the variations in the inclusion, exclusion, and undecided 

percentages of curricular elements when each institution is individually removed from the analysis, 

highlighting the influence of specific institutions on the overall consensus. 

 

Round 1 

Institution Removed % Included % Excluded % Undecided 

None 58.9 0 41.1 

University of British Columbia 39.3 0 60.7 

Simon Fraser University 59.3 0 40.7 

Dalhousie University 57 0 43 

Memorial University of 

Newfoundland 63.6 0 36.4 

University of Calgary 62.6 0 37.4 

University of Alberta 58.9 0 41.1 

University of Toronto 55.1 0 44.9 

Queen's University 61.7 0 38.3 

University of Western Ontario 58.9 0 41.1 

    

Round 2    

Institution Removed % Included % Excluded % Undecided 

None 29.5 27.3 43.2 

University of British Columbia 27.3 34.1 38.6 

Simon Fraser University 29.5 27.3 43.2 

Dalhousie University 29.5 40.9 29.5 

Memorial University of 

Newfoundland 29.5 27.3 43.2 

University of Alberta 29.5 27.3 43.2 

University of Toronto 29.5 27.3 43.2 

Queen's University 29.5 29.5 40.9 

University of Western Ontario 29.5 34.1 36.4 

    

Round 3    

Institution Removed % Included % Excluded % Undecided 

None 31.6 5.3 63.2 

University of British Columbia 26.3 5.3 68.4 

Simon Fraser University 31.6 10.5 58.9 

Dalhousie University 31.6 5.3 63.2 

Memorial University of 

Newfoundland 36.8 5.3 57.9 

University of Alberta 42.1 10.5 47.4 

University of Toronto 47.4 5.3 47.4 

Queen's University 31.6 5.3 63.2 



 

 

  



 

 

Supplementary Table 2. A detailed mapping of each individual learning objective to the corresponding 

reference(s) used in the systematic review by Pupic et al., illustrating the foundational studies that 

informed the development of the AI curriculum objectives. 

 

Learning Objective Reference from 
Pupic et al. 

Potential Implementation 
Strategies 

Ethics 

Identify key regulatory issues surrounding data 
sharing between healthcare institutions, 
academic institutions, and private 
organizations. 

1-4 a) Weekly case-based or 

problem-based learning 

sets  

b) Facilitator and/or peer-

led discussions in small 

group 

c) Optional AI-specific 

ethics modules or 

courses 

d) Participation in AI-

related research 

Analyze the implications of these regulatory 
issues on data sharing practices in healthcare 

2, 3 

Apply appropriate response strategies to 
comply with regulatory requirements related to 
data sharing between healthcare institutions 

Explain the importance of data privacy in the 
context of using artificial intelligence (AI) with 
healthcare data 

1, 2, 4-7 

Define equitable AI and explain its importance 
in promoting fairness and avoiding bias in AI 
applications 

2, 3, 7-10 

Define and differentiate between the different 
types of biases that can appear in AI, including 
algorithmic, data, and user biases. 

2, 3, 8, 9, 11 

Identify real-world examples of each type of 
bias and their impact on the effectiveness of AI 
applications. 

2, 3, 8 

Develop strategies to mitigate and prevent the 
occurrence of biases in AI applications. 

2, 3, 5, 8 ,10, 11 

Apply strategies to promote the use of 
equitable AI and advocate for its 
implementation 

2, 3, 12, 13 

Define patient rights and the ethical 
considerations related to using AI in healthcare 1-3, 5, 8 ,13, 14 



 

Explain the importance of respecting patient 
rights when using AI and describe the potential 
benefits of doing so. 

2, 13 

Legal 

Define data governance and explain its 
importance when working with AI. 2, 4, 5, 7 

 

a) Weekly case-based or 

problem-based learning 

sets  

b) Facilitator and/or peer-

led discussions in small 

group 

c) Optional AI-specific 

ethics modules or 

courses 

d) Participation in AI-

related research 

Identify the key components of a data 
governance framework and how they relate to 
AI. 

Apply appropriate data governance measures 
when working with AI. 2, 4, 5, 7, 15, 16 

Explain the importance of confidentiality in 
healthcare data when using AI. 1, 2, 4, 7, 15 

Identify potential risks to data privacy and best 
practices when using AI including relevant 
legal and regulatory requirements 

1, 2, 4, 7, 9 

Apply appropriate confidentiality measures to 
ensure the privacy and security of healthcare 
data when using AI. 

1, 2, 4, 7, 9, 15 

List and explain the various concerns 
surrounding liability when using AI in 
healthcare. 

1, 2, 7 

Apply strategies to mitigate liability risks 
associated with the use of AI in healthcare. 1, 2 

Explain the importance of shared decision-
making with AI and the physician's role in 
shared decision-making with AI. 

1-5 

Understand the legal implications of shared 
decision-making with AI. 

List the key issues surrounding intellectual 
property of AI. 1, 2, 4 

Analyze the implications of intellectual 
property issues related to the use of AI in 
healthcare. 

List the key issues surrounding copyright of AI. 
 



 

Apply appropriate strategies to protect and 
manage copyright issues when using AI in 
healthcare. 

 

Theory  

Define and differentiate between statistical 
concepts of accuracy, F1 score, sensitivity, 
specificity, positive predictive value, negative 
predictive value, odds ratio, relative risk, 
positive and negative likelihood ratios. 

1, 2, 8, 11, 12, 
14, 17-19 a) Integrate AI cases and 

literature into existing 

biostatistics curriculum 

b) Critical appraisal and 

validation projects of AI 

literature and tools 

c) Hands-on sessions 

with commercially 

available AI tools such as 

point-of-care ultrasound 

or digital scribes. 

d) Online courses for 

advanced theory 

e) Participation in AI-

related research 

Interpret and apply these statistical concepts 
to real-world healthcare scenarios. 

1, 2, 8, 14, 17, 18 
 

Understand, interpret, and explain the different 
types of statistics (descriptive vs inferential). 

Understand, interpret, and explain the different 
types of data (numerical vs categorical). 

1, 2, 8, 14, 17, 
18, 20 

Understand, interpret, use, and explain 
common terminology used in AI. 

1-3, 5, 6, 14, 18, 
21 

Identify the different domains of healthcare 
where AI has been successfully applied. 

1, 2, 3, 14, 18 

Evaluate the strengths and benefits of using AI 
in each domain, including improved accuracy, 
efficiency, and cost-effectiveness. 

1, 2, 5, 7, 8, 14, 

17, 18, 21-24 

Explain how AI has impacted the quality of 
patient care and the healthcare industry as a 
whole. 

2, 25 

Identify the limitations and challenges of using 
AI in different domains of healthcare. 1, 2, 5, 7, 8, 14, 

18, 21, 22, 24 

Define and differentiate between big data and 
traditional data sets. 1, 2, 3, 7, 18 

Evaluate the economic impact of AI adoption 
in healthcare, including the costs associated 
with implementation and maintenance. 

2, 5, 15 

Analyze the potential cost savings and revenue 
generation opportunities associated with using 
AI in healthcare. 

2, 5 



 

Explain the basic structure and function of a 
computer, including the central processing 
unit, memory, and storage. 

2 
 

Identify the different types of hardware 
components and their roles in computer 
operation. 

Evaluate the impact of hardware specifications 
on computer performance and application 
capabilities. 

Predict and anticipate how the workflow of 
physicians may change with the 
implementation of AI. 

2, 15, 25, 26 

Identify techniques that will better facilitate the 
implementation of AI. 2, 12, 25 

Develop skills in data preprocessing, feature 
engineering, model selection, and evaluation. 

2, 8, 14 

Apply these skills to solve real-world problems 
in healthcare using AI tools. 

1-3, 6-8, 21, 27, 
28  

Understand the fundamental concepts of 
programming, including data types, control 
structures, functions, and algorithms. 

2, 4, 8, 13 

Develop skills in programming languages 
commonly used in healthcare, such as Python 
and R. 

4, 8 

Understand the basic concepts and principles 
of machine learning. 1, 2, 11, 14 

Identify and differentiate between different 
types of machine learning, including 
supervised, unsupervised, and reinforcement 
learning. 

1, 2 

Evaluate the strengths and limitations of each 
type of machine learning and their applications 
in healthcare. 

1, 2, 9, 11, 14, 29 

Identify and differentiate between different 
types of regression analyses, including linear, 
logistic, and Poisson regression. 

1, 2 

Understand the concept of model selection in 
machine learning. 



 

Identify and differentiate between different 
types of models, including decision trees, 
random forests, and support vector machines. 

1, 2 

Evaluate the strengths and limitations of each 
type of model and their applications in 
healthcare. 

Understand the basic concepts and principles 
of deep learning. 

1, 20 

Identify and differentiate between different 
types of deep learning, including convolutional 
neural networks and recurrent neural networks. 

1 

Evaluate the strengths and limitations of each 
type of deep learning and their applications in 
healthcare. 

Understand the different applications of deep 
learning in healthcare, including image 
analysis, natural language processing, and 
time series analysis. 

Identify and differentiate between different 
types of models in deep learning, including 
autoencoders and generative adversarial 
networks. 

Understand the basic concepts and principles 
of natural language processing (NLP). 

Identify and differentiate between different 
applications of NLP in healthcare, including 
clinical documentation, patient 
communication, and disease surveillance. 

Evaluate the impact of NLP on the quality and 
efficiency of healthcare processes. 

Application 

Create research questions that are well-
designed and specific to AI research 1, 2, 5, 8, 30  Incorporation of AI into 

the existing biostatistics 

curriculum, through 

integration of AI cases 

and reading literature 

Collect and manage data effectively for AI 
research 

2, 8, 14 

Apply principles of data stewardship to ensure 
the quality and security of AI data 



 

Preprocess data appropriately for AI research 
by cleaning, transforming, and selecting 
relevant features 

2, 8, 11, 14 about AI tools, would 

help minimize the 

disruption to curriculum. 

It would also expose 

students to critical 

appraisal and validation 

of AI literature and tools, 

in the same way that it 

covers critical appraisal 

of pharmaceuticals and 

other medical research. 

Providing students with 

hands-on sessions with 

AI tools currently used in 

the medical field during 

clinical rotations, such as 

point-of-care-ultrasound 

or digital scribes. This 

could also be 

accomplished with 

technologists teaching 

the sessions as they may 

be more familiar with the 

tools through their 

repeated use. 

For students who are 

more interested in AI, 

sponsorships for 

accessibility to online 

courses through 

platforms such as 

Coursera or eDX is a low 

barrier approach to AI 

education. Additionally, 

highlighting other 

extracurricular 

opportunities, including 

clubs or AI accredited 

sessions for continuing 

medical education 

Standardize data to ensure consistency and 
comparability for AI research purposes 

2, 8, 14 

Develop and implement AI models for research 
purposes 2, 8, 13, 16 

Evaluate and select appropriate algorithms for 
specific AI problems, based on their strengths 
and limitations 

2, 8, 13, 16, 20 

Train AI models using appropriate techniques 
and algorithms, and fine-tune them as needed 2, 8 

Validate AI models using appropriate 
statistical methods to ensure their accuracy 
and reliability for research purposes. 

2 

Use different functions and tools to visualize 
data in order to gain insights from it 2, 8, 14 

Analyze and interpret data, including AI model 
input and output, to inform decision-making. 2, 5, 6, 8, 18 

Integrate evidence from AI models into clinical 
decision-making practices in healthcare 1-5, 8, 30 

Critically evaluate the integrity, reliability, and 
applicability of research on AI applications in 
healthcare 

1, 2, 5, 8, 9, 11, 

18, 30 

Apply programming concepts to build AI 
models, tools, and simple healthcare 
applications. 

2, 8 

Define gradient descent in machine learning 
models 1, 2 

Implement regularization techniques to reduce 
overfitting in models 1, 4, 8 

 Understand and apply backpropagation for 
deep learning models 

Execute and interpret error analysis in machine 
learning and deep learning models 



 

Use kernels to transform data in machine 
learning and deep learning models 

should be highlighted 

and available for 

students to see. 

Encouraging students to 

engage in AI-related 

research projects during 

their medical school 

education would allow 

them to take ownership 

of their AI knowledge and 

may lead to more 

ongoing interest in AI.  

 

Understand and apply clustering techniques 
for unsupervised learning 

Perform dimensionality reduction techniques 
such as PCA for feature selection and 
visualization 

Implement anomaly detection techniques for 
identifying outliers in data 

Apply vectorization techniques to optimize 
code in machine learning and deep learning 
models using Python 

Use TensorFlow to build and train deep 
learning models 

Use Keras to build and train deep learning 
models 

Perform hyperparameter tuning to optimize 
model performance 

Collaboration  

Develop strategies for establishing and 
maintaining positive relationships with 
colleagues involved in the AI side of 
healthcare, such as data scientists. 

1, 2, 8, 15, 18, 

29, 31, 32 

Providing students with 

hands-on sessions with 

AI tools currently used in 

the medical field would 

expose students to 

individuals from different 

professions, with 

different working 

knowledge of AI.  

Encouraging students to 

engage in AI-related 

research projects during 

their medical school 

education would allow 

students to work with a 

more diverse group of 

Distinguish between the roles of a physician, 
other healthcare provider, and data scientist to 
promote clear communication. 

2, 8, 15, 18 

Engage in shared decision-making with 
colleagues focused on the AI aspect of 
healthcare to promote patient-centered care. 

1-5, 13 

Reflect on one's own roles and limitations in 
the context of AI in healthcare, including 
ethical considerations and potential biases, to 
promote responsible use of AI tools. 

1, 2, 5, 8, 14, 18 

Identify opportunities for learning and self-
improvement with respect to one's AI abilities, 
including training programs and online 

1, 2, 33 



 

resources, to ensure that one's skills and 
knowledge remain up-to-date. 

faculty, learning more 

about different aspects 

of medicine. 
Identify, select, and navigate credible sources 
to learn about AI in healthcare, including peer-
reviewed publications, expert opinion, and 
government reports, to ensure that one is using 
accurate and reliable information. 

1, 2, 5, 8, 30 

Explain the importance of patient inclusion 
when designing AI for healthcare to ensure 
that AI tools are designed and implemented in 
a way that reflects the needs and values of the 
patient population. 

2, 13 

Communication  

Predict and anticipate how patient interactions 
may change with the implementation of AI 1, 2, 11, 25 Providing students with 

hands-on sessions with 

AI tools currently used in 

the medical field would 

expose students to 

individuals from different 

professions, with 

different working 

knowledge of AI.  

Encouraging students to 

engage in AI-related 

research projects during 

their medical school 

education would allow 

students to work with a 

more diverse group of 

faculty, learning more 

about different aspects 

of medicine. 

Discussing AI in CBL/PBL 

groups would prepare 

students to feel more 

confident when having 

interactions with others 

regarding AI. 

Develop effective communication strategies to 
disseminate AI-related knowledge and 
research to colleagues in the healthcare 
industry. 

1, 2, 6, 9, 10, 16, 

18, 19, 21, 31, 

32, 34 

Develop patient-friendly materials to 
disseminate AI-related knowledge and 
research to patients. 

1, 2, 4-6, 9, 11, 

18 

Demonstrate empathetic communication skills 
when discussing the use of AI in patient care, 
including patient-centered approaches that 
encourage patient trust and autonomy. 

1, 2, 15, 25, 33 

Manage disagreements and emotionally 
charged conversations related to AI effectively, 
including techniques for de-escalation and 
conflict resolution. 

1, 2, 25, 33 

Collect and synthesize relevant information 
from patients and other sources for use in AI 
analysis. 

2 

Appropriately interpret and document results 
from AI analyses for use in patient care and 
other healthcare decision-making processes. 

2, 5, 6, 18 



 

Quality Improvement  

Evaluate patient feedback to identify areas of 
improvement for AI in healthcare. 1, 2, 4, 5, 18 Providing students with 

hands-on sessions with 

AI tools currently used in 

the medical field would 

expose students to the 

benefits and limitations 

of AI, allowing them to 

critically evaluate current 

tools for ways to 

improve. 

Encouraging students to 

engage in AI-related 

research projects during 

their medical school 

education would allow 

students to find quality 

improvement projects 

that address an area of 

interest for them. 

Propose solutions to improve the capability of 
AI in healthcare based on patient feedback and 
experience. 

2, 24 

Analyze current applications of AI in healthcare 
to identify areas for improvement. 1, 2, 5, 8, 30 

Evaluate community health needs and propose 
solutions using AI to address these needs. 2 

Integrate patient feedback into the 
development and implementation of AI in 
healthcare. 

1, 2, 4, 5, 18, 24 

Apply principles of user-centered design to 
improve the user experience of AI in 
healthcare. 

1, 2, 14, 8 
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