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Abstract 17 
Mutation rates vary across the tree of life by many orders of magnitude, with lower mutation 18 

rates in species that reproduce quickly and maintain large effective population sizes. A 19 
compelling explanation for this trend is that large effective population sizes facilitate selection 20 
against weakly deleterious “mutator alleles” such as variants that interfere with the molecular 21 

efficacy of DNA repair. However, in multicellular organisms, the relationship of the mutation rate 22 
to DNA repair efficacy is complicated by variation in reproductive age. Long generation times 23 

leave more time for mutations to accrue each generation, and late reproduction likely amplifies 24 
the fitness consequences of any DNA repair defect that creates extra mutations in the sperm or 25 
eggs. Here, we present theoretical and empirical evidence that a long generation time amplifies 26 
the strength of selection for low mutation rates in the spermatocytes and oocytes. This leads to 27 

the counterintuitive prediction that the species with the highest germline mutation rates per 28 
generation are also the species with most effective mechanisms for DNA proofreading and 29 

repair in their germ cells. In contrast, species with different generation times accumulate similar 30 
mutation loads during embryonic development. Our results parallel recent findings that the 31 

longest-lived species have the lowest mutation rates in adult somatic tissues, potentially due to 32 
selection to keep the lifetime mutation load below a harmful threshold.   33 

 34 

Significance Statement 35 
All cells accumulate mutations due to DNA damage and replication errors. When mutations 36 

occur in germ tissues including sperm, eggs, and the early embryo, they create changes in the 37 
gene pool that can be passed down to future generations. Here, we examine how rates of 38 
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germline mutations vary within and between mammalian species, and we find that species 39 
which reproduce at older ages tend to accumulate fewer mutations per year in their sperm and 40 

eggs. This finding suggests that the evolution of humans’ long reproductive lifespan created 41 
evolutionary pressure to improve the fidelity of DNA maintenance in germ tissues, paralleling 42 

the pressure to avoid accumulating too many mutations in the body over a long lifespan.   43 
 44 

Introduction 45 

Germline mutation rates vary by orders of magnitude across the tree of life and 46 

ultimately limit the adaptability and the complexity of each species (1–5). Low mutation rates 47 

may limit the rate of adaptation to new challenges (6–8), while high mutation rates may limit the 48 

ability of a well-adapted population to maintain its fitness and dominance (9, 10). Maintenance 49 

of a low mutation rate also incurs an energetic cost, requiring investment of resources and 50 

genomic real estate in DNA repair machinery and other mutation-avoiding systems (11–14). As 51 

organisms get more complex, the possible consequences of a high mutation rate get more 52 

complex as well, leading to confusion and debate about which evolutionary forces ultimately 53 

shape this important parameter (15–17). 54 

One widely cited model, the drift barrier hypothesis, posits that mutation rate variation is 55 

largely driven by differences in effective population size that modulate the efficacy of selection 56 

against weakly deleterious alleles (5, 18–20). A “mutator allele” that raises the germline 57 

mutation rate is likely to be deleterious given that harmful mutations outnumber beneficial 58 

mutations, but since most mutations are neutral or only weakly harmful, a modest increase in 59 

the mutation rate is only expected to decrease fitness by a small amount (21, 22). A corollary of 60 

the drift barrier hypothesis is that genetic drift likely limits the ability of DNA repair enzymes to 61 

function near their biophysical optima, since optimal functioning would require natural selection 62 

to weed out mutator alleles that cause very few additional germline mutations each generation 63 

and thus have nearly-neutral fitness effects (23). As a result, different nearly-neutral mutator 64 

alleles are likely to accumulate over time in each population and species, causing the molecular 65 
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efficacy of each DNA repair enzyme to diverge across the tree of life (24, 25). Although there 66 

exists little direct data on the molecular efficacy of DNA repair and how it varies among species, 67 

the predictions of the drift-barrier hypothesis enjoy broad indirect support from mutation rate 68 

data, which are easier (though still expensive) to measure. Across the tree of life, population 69 

size is inversely correlated with the mutation rate per site per generation (26), and a similar 70 

correlation was recently measured using vertebrate mutation rate data alone (27).  71 

In single-celled organisms, there is a fairly direct connection between DNA repair 72 

efficacy and mutation rate per generation (which is the same as the mutation rate per cell 73 

division). Single-celled organisms also exhibit substantial diversity in the architecture of DNA 74 

repair, ranging from the minimalist repair systems of some obligate symbionts (which have very 75 

high mutation rates (28)) to unique genomic proofreading mechanisms in ciliates such as 76 

Paramecium, which have some of the lowest mutation rates known to science (29–31). In 77 

contrast, multicellular eukaryotes have more standardized cellular housekeeping processes but 78 

varied, multi-stage life histories, with each generation involving multiple cell divisions as well as 79 

potentially mutagenic cell states associated with sex and embryonic development (32–34). This 80 

complexity muddies the relationship between the mutation rate and the molecular efficacy of 81 

DNA repair and complicates the interpretation of the correlation between mutation rate and 82 

effective population size. When Bergeron et al. noted that effective population size was 83 

correlated with mutation rate among vertebrates, they noted that a similar amount of vertebrate 84 

mutation rate variation could be explained by generation time: the typical interval between 85 

reproduction events (27). A strong negative correlation between generation time and the 86 

mutation rate per generation was previously inferred from phylogenetic substitution data, and 87 

the etiology of this pattern has been long debated (16, 17, 35). Measurements of mutation rate 88 

variation within human families have made it clear that generation time can influence the 89 

mutation rate independently of molecular DNA repair efficacy: as parents age, their children are 90 

born with more and more mutations (36, 37).  91 
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 The effect of parental age on the human mutation rate has been well characterized 92 

thanks to the availability of thousands of mutation rate measurements from trios where the ages 93 

of the parents at the birth of the child are known (38). Similar (though smaller) trio datasets have 94 

also been generated for several non-human mammalian species, and all show the same 95 

qualitative pattern of increasing mutation rate as a function of parental age (39–45). These data 96 

show evidence of significant mutation rate differences among species, and they also differ in 97 

estimates of the rate at which mutation rates increase with the ages of the father and mother. 98 

However, the same sample sizes of most non-human mutation rate studies come with high 99 

degrees of statistical uncertainty, and some recent studies of mutation rates in primates and 100 

carnivores have argued that parental age effects in these species are not statistically 101 

distinguishable from each other (40, 44). Instead, they found that mutation rate measurements 102 

from several primate species, as well as the domestic cat, were consistent with a reproductive 103 

longevity model where the molecular efficacy of DNA repair is assumed to be invariant among 104 

species and mutation rate differences are instead driven by differences in the timing of puberty 105 

and reproduction.  106 

 Here, we study the etiology of vertebrate mutation rate variation by decomposing it into 107 

its three main components: the rate of mutations that accumulate during embryonic 108 

development, the rate of mutations occurring in the gametes per year of adult reproductive life, 109 

and the length of the time elapsed between puberty and reproduction. Embryonic and gamete 110 

mutation rates are molecular parameters that reflect rates of DNA damage and repair in two 111 

very different germ tissues, while the time elapsed between puberty and reproduction is a 112 

demographic parameter that varies due to a combination of biology and environmental 113 

contingency. Extending the theoretical framework of the drift-barrier hypothesis, we separately 114 

model the fitness effects of variation in the embryonic and gamete mutation rates and infer that  115 

the fitness effects of alleles that increase the gamete mutation rate are likely to scale with 116 

generation time. This scaling reverses the direction of one drift-barrier hypothesis prediction, 117 
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implying that selection against gamete mutator alleles will be most effective in species with long 118 

generation times, not in species with large effective population sizes that tend to have short 119 

generation times. We test our predictions by estimating gamete and embryonic mutation rates 120 

from published regressions of mutation rate against generation time from eight mammalian 121 

species: consistent with our model, we find that generation time appears to be positively 122 

correlated with the embryonic mutation rate but negatively correlated with the gamete mutation 123 

rate. We go on to show that mutation rate variation among species is broadly consistent with a 124 

“relaxed clock” reproductive longevity model where embryonic mutation rates vary according to 125 

the classic drift-barrier hypothesis predictions but gamete mutation rates are shaped by a 126 

modified drift-barrier model where selection against mutators is intensified by late reproduction.  127 

Results 128 

As generation time increases, mutation rates in the embryo and the 129 
gametes trend in opposite directions 130 
  131 

Several recent papers have modeled the etiology of germline mutations by first 132 

separating mutations occurring in early development from mutations that occur post-puberty in 133 

the parents’ germ cells (40, 46, 47). In this context, Thomas et al. proposed that there is little 134 

variation among mammals in the total mutation load occurring before puberty and in the 135 

mutation rate per year occurring in the gametes after puberty, but that most germline mutation 136 

rate variation is caused by variation in two demographic parameters: the age of puberty and the 137 

time elapsed between puberty and reproduction. To paraphrase the mathematical description of 138 

their model, we will let P denote the age of puberty, AM and AP denote maternal and paternal 139 

ages at conception of an offspring, 𝜇! 	denote the rate per generation of mutations that 140 

accumulate in the embryo before puberty, and 𝜇"	and  𝜇#denote the mutation rates per year in 141 
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mature spermatocytes and oocytes. In terms of these variables, the germline mutation rate ug as 142 

a function of parental age is: 143 

𝑢$(𝐴% , 𝐴&) 	= 𝜇! + (𝐴% − 𝑃) ∗ 𝜇" + (𝐴& − 𝑃) ∗ 𝜇# (1) 

When Thomas, et al. and Wang, et al. published mutation rate data for owl monkeys (40), 144 

rhesus macaques (42), and domestic cats (44), they inferred species-specific values of the 145 

mutation rate parameters 𝜇! and 𝜇# + 𝜇"	(relatively few germline mutation rate studies currently 146 

have the power to infer 𝜇#	and 𝜇" separately). However, they also argued that these species-147 

specific values did not fit the mutation rate data significantly better than a unified model that 148 

uses mutation rate parameters 𝜇!, 𝜇#	, and 𝜇" that were previously inferred from human 149 

mutation data. Figure 1A,B illustrates how this reproductive longevity model can explain 150 

variation in mutation rates between species, while Figure 1C illustrates a contrasting model 151 

where mutation rate variation is driven by variation in the rate parameters 𝜇! and 𝜇# + 𝜇"	. 152 

 153 
Figure 1: Models of germline mutation rate variation. A. Within species, mutation rates vary 154 
as a function of age at reproduction. Each individual is expected to accumulate an embryonic 155 
mutation load 𝜇! plus inherit mutations that accumulated in their parents’ sperm and eggs at 156 
rate 𝜇# + 𝜇"	 each year between puberty and conception. B. Two species with different lifespans 157 
and/or different ages of puberty onset may have different distributions of mutation rates despite 158 
similar mutation parameters 𝜇! and 𝜇# + 𝜇"	, as posited in (40, 44). C. Two species with similar 159 
lifespans and similar ages of puberty onset might still have different mutation rates due to 160 
genetic differences that affect rates of DNA damage, repair, or proofreading. This type of 161 
mutation rate variation is driven by variation in the parameters  𝜇! and/or 𝜇# + 𝜇"	. 162 
 163 
 Although the constant-rate reproductive longevity model appears to explain much of the 164 

mutation rate variation among humans, owl monkeys, macaques, and domestic cats, Lindsay, 165 
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et al. 2019 previously noted that the spermatocyte mutation rate per year was 5-fold higher in 166 

mice compared to humans (48). To formally test whether the Lindsay, et al. mouse data reject a 167 

constant-rate reproductive longevity model, we inferred 𝜇! and 𝜇# + 𝜇" from the Lindsay, et al. 168 

mouse DNM dataset. We found that these rate parameters both significantly diverged from their 169 

human counterparts, with disjoint 95% confidence intervals. In mice, the embryonic mutation 170 

rate 𝜇! = 3.75 × 10'( (95% CI 2.89 × 10'(; 	4.6	 × 10'(), while in humans the rate is nearly 2-171 

fold higher:  𝜇! = 6.35 × 10'( (95% CI 5.47 × 10'(; 	1.21	 × 10')). Conversely, the mouse 172 

gamete mutation rate 𝜇# + 𝜇" = 1.64 × 10'( (95% CI 4.10 × 10'*+; 	2.85	 × 10'(), while in 173 

humans, the rate is 5-fold lower, as previously noted: 𝜇# + 𝜇" = 3.5 × 10'*+ (95% CI 174 

3.3 × 10'*+; 	3.7	 × 10'*+). 175 

 To test whether the difference between mouse and human mutation rate parameters is 176 

representative of a broader dependence of these rate parameters on generation time, we 177 

searched the literature for other regressions of mutation rate against parental age that would 178 

permit estimation of 𝜇! and 𝜇# + 𝜇" for additional species. We found appropriate data for five 179 

additional primates plus two carnivores, transformed these species-specific regression 180 

parameters into standardized mutation rate units, and compiled these parameters in Table 1.   181 

 182 

Species Embryonic 
mutation 
rate 𝜇! 
(muts/site/ 
generation) 

Mutation rate  
𝜇# + 𝜇" in the 
gametes after 
puberty 
(muts/site/year) 

Age of 
puberty/ first 
reproduction 
(years) 

Generation 
time g 
(years) 

Mutation rate 𝜇 =
𝜇! + 𝑔 ⋅ (𝜇# +
𝜇") (muts/site/ 
generation) 

Human (38) 6.26e-9 
(95% C.I. 
5.47e-9, 
12.13e-9) 

3.5e-10 (95% 
C.I. 3.3e-10, 
3.7e-10) 

13 30 1.2e-8 

Chimpanzee 
(39) 

5.11e-9 6.25e-10 14 25 1.2e-8 
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Olive 
baboon (41)  

5.0e-9 1.4e-10 5.4 10 5.6e-9 

Rhesus 
macaque 
(42) 

3.9e-9 4.3e-10 3.5 8 5.8e-9 

Owl monkey 
(40) 

4.4e-9 6.6e-10 1 6.6 8.1e-9 

Domestic 
dog (45) 

3.75e-9 4.5e-10 1 4 5.1e-9 

Domestic 
cat (44) 
  

5.9e-9 8.2e-10 0.5 3.8 8.6e-9 

Mouse (48)  
 

3.75e-9 
(95% C.I. 
2.89e-9, 
4.6e-9) 

1.64e-9 (95% 
C.I. 4.10e-10, 
2.85e-9) 

0.15 0.75 4.7e-9 

Table 1: Regression-based estimates of embryo and gamete mutation rates. The 183 
generation times and ages at first reproduction in the table are drawn from the publications 184 
reporting each set of mutation rate data. See Supplementary Methods for a description of how 185 
these standardized rates were calculated from each study’s reported data. 186 
  187 

We performed log-log-linear regressions of 𝜇!, 𝜇# + 𝜇", and 𝜇 = 𝜇! + 𝑔 ⋅ (𝜇# + 𝜇")  as 188 

functions of generation time (log-log linear regressions are more appropriate than natural scale 189 

regressions because the distributions of generation times and mutation rate estimates are 190 

closer to lognormal than normal, as shown in Supplementary Figure 1). The regression results 191 

demonstrate that 𝜇! is positively correlated with generation time across these species, though 192 

less correlated with generation time than the raw germline mutation rate 𝜇 (Figure 2A). In 193 

contrast, the gamete mutation rate 𝜇# + 𝜇" is inversely correlated with generation time (Figure 194 

2B). We performed all three of these regressions using a phylogenetic least squares (PGLS) 195 

approach but found that these traits had no phylogenetic signal across this small dataset 196 

(Pagel’s 𝜆 = 0), indicating that standard linear regression is also appropriate (see 197 

Supplementary Table 1 for details). This result echoes recent findings of inverse correlations 198 
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between lifespan and somatic mutation rates, a pattern that is hypothesized to result from 199 

selective pressure to moderate cancer risk and age-related decline in long-lived species (49–200 

51). 201 

 202 
Figure 2: Variation among mammals in the rates of germline mutations occurring in the 203 
embryo and the gametes. A. Both the early embryonic mutation rate 𝜇! and the total mutation 204 
rate 𝜇 = 	𝜇! + 𝑔 ⋅ (𝜇# + 𝜇") are positively correlated with the generation time g as measured by 205 
log-log linear regression. B. The mutation rate per year in the spermatocytes and oocytes post-206 
puberty, 𝜇# + 𝜇", is negatively correlated with generation time as measured by a log-log linear 207 
regression. 208 
 209 
A “relaxed clock” reproductive longevity model predicts mutation rate 210 
variation across the full range of vertebrate lifespans 211 

 212 

Figure 2 suggests that  𝜇! and 𝜇# + 𝜇" are not invariant among vertebrate species, but 213 

instead depend on generation time due to factors such as cell division rates, environmental 214 

mutagens, or the molecular efficacy of DNA repair. That being said, Figure 2 contains data from 215 

only a handful of species due to the limited availability of suitable data for directly estimating 𝜇! 216 

and 𝜇# + 𝜇". Estimates of the overall germline mutation rate 𝜇 are available for many more 217 

species, and we hypothesized that the relationship among generation time,  𝜇!, and 𝜇# + 𝜇" 218 

might translate into some constraints on the overall relationship between g and 𝜇. Motivated by 219 

this, we developed a test to evaluate the fit of an empirical mutation rate distribution to either a 220 
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strict, fixed-rate reproductive longevity model or a “relaxed clock” reproductive longevity model 221 

where 𝜇! and 𝜇# + 𝜇" are allowed to vary among species.  222 

To formulate this test, we first approximated Equation (1) as a simple linear function of 223 

parental age by studying the relationship between age at first reproduction (a proxy for the 224 

timing of puberty) and average age at reproduction (a proxy for the generation time g) in a large 225 

set of vertebrate demographic data (52). In the notation of Equation (1), g equals both the 226 

paternal age 𝐴% and the maternal age 𝐴&. We performed a linear regression of the age at first 227 

reproduction (P) against the average age at reproduction (g) and found that P is approximately 228 

equal to 0.42*g across 230 species with generation times ranging from 2 to 52 years (r = 0.87, 229 

see Supplementary Figure 2). Motivated by this, we further approximated Equation (1) using 230 

the assumption that p = P/g is a constant across species such that 𝑔 − 𝑃	 = 	𝑔 ⋅ (1 − 𝑃/𝑔) 	= 	𝑔 ⋅231 

(1 − 𝑝) and 232 

𝑢$(𝑔) 	= 𝜇! + 𝑔 ⋅ (1 − 𝑝) ⋅ (𝜇" + 𝜇#). (2) 

 Letting 𝜇!,, 𝜇", and 𝜇#, be values of the embryonic, spermatocytic, and oocytic 233 

mutation rates estimated from human data, we substituted these values into (2) to predict 234 

mutation rate in the context of a strict reproductive longevity model that predicts the germline 235 

mutation rate 𝑢$  as a function of mutation rate parameters 𝜇!, and 𝜇#, + 𝜇",: 236 

𝑢$(𝑔) 	= 𝜇!, + 𝑔 ⋅ (1 − 𝑝) ⋅ (𝜇#, + 𝜇",) (3) 

We then adapted equation (3) to formulate a relaxed-clock reproductive longevity model that 237 

allows the rates 𝜇! and 𝜇# + 𝜇" to vary as inferred from our meta-analysis in Figure 2. To 238 

capture variation in 𝑢! 	as a function of generation time g, we let  𝑢!($) denote the early 239 

embryonic mutation rate at a generation time of g and let 𝛼 denote the slope relating 𝑙𝑜𝑔 𝜇!($) to 240 

𝑙𝑜𝑔 𝑔. By these definitions,  241 

 (4) 
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𝑙𝑜𝑔 𝜇!($) =	𝑙𝑜𝑔 𝜇!(*) + 𝛼 𝑙𝑜𝑔 𝑔. 

Exponentiating both sides of Equation (4) yields:  242 

 
𝜇!($) =	𝜇!(*)𝑔/. 

(5) 

To capture gamete mutation rate variation in a similar way, we let 𝛽 denote the slope of the 243 

regression relating 𝑙𝑜𝑔 (𝜇"($) + 𝜇#($)) to 𝑙𝑜𝑔 𝑔, such that  244 

 
𝑙𝑜𝑔 (𝜇"($) + 𝜇#($)) =	𝑙𝑜𝑔 (𝜇"(*) + 𝜇#(*)) + 𝛽 𝑙𝑜𝑔 𝑔  

(6) 

and   245 

 
𝜇"($) + 𝜇#($) =	 (𝜇"(*) + 𝜇#(*)) ⋅ 𝑔0 .  

(7) 

Substituting these values into equation (3) yields a prediction of the overall mutation rate: 246 

𝑢$ 	= 𝜇!(*)𝑔/ + 𝑔 ⋅ (1 − 𝑝) ⋅ (𝜇"(*) + 𝜇#(*)) ⋅ 𝑔0 (8) 

This simplifies to 247 

𝑢$ = 𝜇!(*)𝑔/ + (1 − 𝑝) ⋅ (𝜇"(*) + 𝜇#(*)) ⋅ 𝑔01*. (9) 

Equations (3) and (9) make two different concrete predictions about how mutation rates 248 

should vary with generation time among vertebrates. We were able to compare the accuracy of 249 

these predictions using a large vertebrate mutation rate dataset that was recently compiled by 250 

Wang and Obbard (26). As shown in Figure 3, the mutation rate per generation curve predicted 251 

by Equation (9) closely approximates the PGLS correlation between mutation rate and 252 

generation time. In contrast, the human constant-rate reproductive longevity model (Equation 253 

(3) with human-trained parameters) overestimates the mutation rates of species with short 254 

generation times. We also substituted mouse mutation rate parameters into (3) and found that 255 

the resulting model fits the mutation rates of short-generation-time vertebrates but 256 
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overestimates the mutation rates of species with longer generation times. Both the human and 257 

mouse reproductive longevity models have 258 

greater upward concavity than the relaxed clock 259 

model: these models predict a relatively constant 260 

mutation rate for generation times less than 1 261 

year, which is the generation time range where 262 

these models predict that almost all germline 263 

mutations occur in the embryo rather than the 264 

gametes.  265 

 266 
Figure 3: The relaxed-clock reproductive longevity model explains the correlation 267 
between mutation rate and generation time. A dashed line shows the PGLS regression of 268 
mutation rate versus generation time in vertebrates from Wang and Obbard’s mutation rate 269 
meta-analysis (26). This is close to the prediction of the relaxed rate reproductive longevity 270 
model fit to the multispecies pedigree data (solid red line). The prediction of the fixed-rate 271 
reproductive longevity model with human parameters (orange dotted line) overestimates the 272 
mutation rates associated with short generation times, while the fixed-rate reproductive 273 
longevity model with mouse parameters (blue dotted line) overestimates mutation rates 274 
associated with long generation times. 275 
 276 
 277 
Long lifespan increases the efficacy of selection for a low mutation 278 
rates in the gametes as well as the soma  279 
 280 
So far, we have shown that vertebrate mutation rate variation is well described by a relaxed-281 

clock reproductive longevity model where the early embryonic mutation rate per generation 282 

increases with reproductive age and the mutation rate per year in the gametes decreases with 283 

reproductive age. We will now go on to show that both the gamete mutation rate 𝜇# + 𝜇" and 284 

the embryonic mutation rate 𝜇! appear to be evolving in accord with the predictions of the drift-285 

barrier hypothesis, with appropriate modification.  286 

 The drift barrier hypothesis explains the inverse correlation between mutation rate and 287 

𝑁2 as a consequence of selection against weakly deleterious mutator alleles (19, 53). Mutator 288 
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alleles might directly perturb DNA repair or proofreading, or they might indirectly affect the 289 

mutation rate by perturbing a trait like metabolism. Species with larger effective population sizes 290 

are generally better able to eliminate weakly deleterious alleles, while species with small 291 

effective sizes are more likely to retain these alleles as a result of stronger genetic drift (54). 292 

This leads to the prediction that mutator alleles will be more prevalent in low-𝑁2 species, which 293 

also tend to have long generation times (55, 56). The gamete mutation rate 𝜇# + 𝜇" seems to 294 

contradict this prediction: we can extrapolate from Figure 2B that species with the smallest 295 

effective population sizes are somehow the most effective at eliminating gamete mutator alleles. 296 

We can explain this contradiction by looking more closely at how the fitness effect of a mutator 297 

allele is calculated.  298 

Let 𝑆3($)  be the selection coefficient of a mutator allele that creates u additional 299 

mutations per generation.  Lynch previously estimated 𝑆3($)  as follows (57): if L is the length of 300 

the diploid genome and each mutation has an expected fitness cost of E[s], then the expected 301 

selective cost of the mutator allele each generation is 302 

𝑆3($) =	−2𝑢𝐿𝐸[𝑠].  (10) 

 In a population of effective size 𝑁2, selection is predicted to eliminate mutations for 303 

which |𝑆3($)| 	> 1/(2𝑁2). By this logic, natural selection should eliminate mutators whose per-304 

generation mutation load u mutations per genome per generation satisfies the inequality 305 

𝑢 > 	
1/2𝑁2
𝐸[𝑠]

= 1/(2𝑁2𝐸[𝑠]). 
(11) 

If we assume that u, 𝑁2, L, and E[s] are essentially independent variables, then as 𝑁2 306 

gets larger, it will get progressively more difficult for a mutator to satisfy inequality (11) and thus 307 

the population should get more effective at purging away mutator alleles. A caveat is that this 308 

argument does not account for statistical dependence among u, 𝑁2, and the generation time g. 309 

We can reasonably assume that u and g are independent when considering a mutator allele that 310 
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modifies 𝜇!, since such a mutator will create the same embryonic mutation load regardless of 311 

when parents reproduce. However, for a mutator allele that alters 𝜇" + 𝜇# by creating extra 312 

mutations during spermatogenesis or oogenesis, the total mutation load created by the mutator 313 

each generation will scale proportional to g, as illustrated in Figure 4A. This will shift the 314 

distribution of mutator allele fitness effects toward more deleterious values in species with long 315 

generation times, an idea that Lindsay et al. previously posited to explain why mice have higher 316 

per-year germline mutation rates than humans do (48). We will refer to such a modifier of 𝜇" +317 

𝜇# as a “clocklike” mutator, in contrast to a “non-clocklike” mutator that modifies 𝜇! by a fixed 318 

amount each generation. 319 

For a clocklike mutator that creates k additional mutations per year after puberty, the 320 

total fitness impact 𝑆4(5) per generation will be the proportional to k times the number of years 321 

that elapse between puberty and reproduction in a generation of length g, which is 𝑔(1 − 𝑝). If 322 

the average fitness cost of a single mutation is 𝐸[𝑠], then the total fitness impact of the mutator 323 

each generation will be  324 

𝑆4(5) = 𝑘𝑔(1 − 𝑝)𝐸[𝑠]. (12) 

Since 𝑆4(5) is proportional to the generation time g, this implies that as generation time 325 

increases, selection against clocklike mutators may get stronger, decreasing the mutation rate 326 

per year in the gametes and explaining the trend in Figure 2B. In order for the clocklike mutator 327 

to persist in the population, it must satisfy the familiar inequality 𝑆4(5) > 1/(2𝑁2), which will only 328 

hold if  329 

𝑘	 >
1/(2𝑁2)

𝑔(1 − 𝑝)𝐸[𝑠]
= 1/(2𝑔𝑁2(1 − 𝑝)𝐸[𝑠]). 

(13) 

Inequality (11) defines a threshold of near-neutrality for modifiers of 𝜇!, while (13) 330 

defines a threshold of near-neutrality for modifiers of 𝜇" + 𝜇# . If we ignore 𝐸[𝑠] and p, 331 
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assuming that these parameters do not vary much among species, then we conclude that the 332 

efficacy of selection against modifiers of 𝜇! is determined by 𝑁2 alone, while the efficacy of 333 

selection against modifiers of 𝜇" + 𝜇# is determined by the product 𝑔𝑁2. Figure 4B summarizes 334 

how g and 𝑁2 interact to shape the gamete mutation load. 335 

 336 

Figure 4: A model of germline mutation rate variation as a function of generation time, 337 
effective population size, and genetic variation that impacts the mutation rate measured 338 
per year. A. Here, we compare the effects of identical molecular changes occuring in some 339 
human DNA repair gene as well as its mouse homolog. If these mutator alleles produce the 340 
same number of germline mutations per year, the human allele will produce a greater mutation 341 
burden per generation compared to the mouse allele, leading to a greater expected fitness cost 342 
and a larger negative selection coefficient in the long-generation-time species. Figure credit: 343 
Natalie Telis. B. This diagram summarizes the multiple ways that generation time can affect the 344 
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mutation rate, including its direct impact on the number of mutations that accumulate in a 345 
generation and its other impacts on the effective population size and the efficiency of natural 346 
selection. Pink arrows indicate positive correlations (an increase in the upstream variable 347 
causes an increase in the downstream variable), and blue arrows indicate negative correlations 348 
(an increase in the upstream variable causes a decrease in the downstream variable). 349 

Our calculations suggest that the species with the lowest gamete mutation rates with be 350 

the species for which 𝑔𝑁2 is the largest. However, the inverse correlation between g and 𝑁2 351 

means that it is not obvious which life history strategies will maximize 𝑔𝑁2. To gain clarity, we 352 

note that the relationship between 𝑁2 and g was previously studied in some detail during the 353 

initial development of the nearly neutral theory, since it  was needed to explain the consistency 354 

in molecular substitution rates across the tree of life (58, 59). In this context, Chao and Carr 355 

previously measured an inverse log-linear correlation between 𝑁2 and g (55). We were able to 356 

reproduce this log-linear relationship in the Wang and Obbard mutation rate data (26)(Figure 357 

5A).  358 

The linear relationship 𝑙𝑜𝑔 𝑁2 	= 	𝛾 𝑙𝑜𝑔 𝑔 +𝑙𝑜𝑔 𝐶 (where 𝛾 and C are constants) implies 359 

that 𝑁2 = 𝐶𝑔6 and 𝑔𝑁2 = 𝐶𝑔*16. This expression might increase or decrease with increasing g 360 

depending whether 𝛾 is greater or less than -1, so knowing the value of 𝛾 is key to deciding 361 

whether species with long or short generation times are likely to have the lowest mutation rates. 362 

We estimate that 𝛾 ≈ −0.487 based on a PGLS regression of log(Ne) against log(g), remarkably 363 

close to the value of -0.5 that Kimura and Ohta originally proposed to reconcile the nearly 364 

neutral theory with the molecular clock model (55, 60). This implies that g𝑔𝑁2 = 𝑔*16 =365 

𝑔*'+.8)9 = 𝑔+.:*;. As shown in Figure 5B, this implies that 𝑔𝑁2 behaves approximately like P𝑔, 366 

increasing as g increases. Therefore, if we compare fast-reproducing species like mice to 367 

slower-reproducing species like humans, the slower-reproducing species will have smaller 368 

values of 𝑁2 but larger values of 𝑔𝑁2, which is the parameter that determines the strength of 369 

selection for a low mutation rate per year in the gametes. Figure 5C shows empirically that 𝑔𝑁2 370 

is negatively correlated with the germline mutation rate per year, consistent with the idea that 371 

the parameter 𝑔𝑁2 determines the strength of selection against mutator alleles. We can also 372 

.CC-BY 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted November 9, 2024. ; https://doi.org/10.1101/2023.12.06.570457doi: bioRxiv preprint 

https://doi.org/10.1101/2023.12.06.570457
http://creativecommons.org/licenses/by/4.0/


17 

see that humans and other long-lived primates have high values of 𝑔𝑁2 compared to the short-373 

lived mouse.  374 

 375 
Figure 5: The relationship among Ne, generation time, and the strength of selection 376 
against clocklike mutator alleles. A. The parameters log(Ne) and log(g) are inversely 377 
correlated in the Wang and Obbard mutation rate data (26). We estimate a slope of -0.487 378 
based on a PGLS regression. B. Expected values of 𝑁2 and 𝑔𝑁2 as functions of g, extrapolated 379 
from the regression line in panel A and converted from log scale to natural scale. Each curve 380 
has been visualized using an arbitrary y-axis scaling, and together they illustrate that 𝑔𝑁2 381 
increases with increasing g even as 𝑁2 decreases. C. Mutation rate estimates from Bergeron, et 382 
al. confirm that the mutation rate per year decreases as a function of 𝑔𝑁2, as expected if long 383 
generation times dominate the effect of decreasing effective population size to strengthen 384 
selection against clocklike mutator alleles. Note that the long-lived primates have higher values 385 
of 𝑔𝑁2 than the short-lived, high-𝑁2 mouse. 386 
 387 

Discussion 388 

We have introduced a framework for combining two models of mutation rate evolution, 389 

the reproductive longevity model and the drift-barrier model, into a relaxed-clock reproductive 390 

longevity model that explains the nuanced relationship between mutation rate and reproductive 391 

age. The early embryonic mutation rate appears to have been pushed to its lowest levels in 392 

species with the largest effective population sizes, consistent with the predictions of the nearly 393 

neutral theory. In contrast, the gamete mutation rate trends in the opposite direction, achieving 394 

its lowest levels in long-lived animals with small effective population sizes. This is consistent 395 

with our argument that long generation times should intensify the strength of selection against 396 
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clocklike mutator alleles, overcoming the tendency of small effective population sizes to dampen 397 

the general effectiveness of selection.  398 

Variation in the gamete mutation rate per year appears to echo patterns of mutation rate 399 

variation in somatic tissues. A recent study of colon crypt mutations found an inverse log-log 400 

linear relationship between lifespan and the mutation rate per year (51), mirroring the correlation 401 

we observe between generation time and the mutation rate in the gametes. In both cases, the 402 

fitness effect of any mutation rate increase becomes compounded over the lifetime of the cell 403 

lineage that is mutating, giving long-lived, late-reproducing organisms a stronger incentive to 404 

preserve genomic integrity (61, 62). In gerontology, this concept is known as the disposable 405 

soma theory (63, 64), and our analysis suggests that a version of this theory is also applicable 406 

to renewing germline tissues. Since the same molecular machinery is ultimately responsible for 407 

safeguarding both germline and somatic DNA, pleiotropy between somatic and germline 408 

mutation rates may amplify differences among species in the strength of selection against 409 

clocklike mutator alleles.  410 

While selection against nearly neutral mutator alleles is a parsimonious explanation for 411 

the observation that longer generation times are associated with higher rates of embryonic 412 

mutations and lower rates of gamete mutations, other explanations are also possible. Later 413 

reproduction is generally associated with a larger body size and longer gestation, either of which 414 

might cause additional mutations to accumulate in the embryonic germline. It is also possible 415 

that the higher gamete mutation rate in fast-reproducing organisms might be driven by biological 416 

factors such as higher metabolism or higher sperm production volume. These alternate 417 

hypotheses may become testable as additional generation-time-calibrated mutation rate 418 

estimates become available. Our theoretical work underscores the value of collecting mutation 419 

rate data in a way that facilitates separate estimation of embryonic and germ cell mutation rates, 420 

whether by sequencing multi-offspring pedigrees (65–67) or using emerging technologies such 421 

as single-cell gamete sequencing (68, 69).  422 
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Recent research on de novo mutagenesis has built a multifactorial case that most 423 

mutations are products of DNA damage rather than cell division error (41, 47, 70–72). However, 424 

embryonic mutations might be the exception to this rule if they largely originate during a few 425 

error-prone postzygotic cell divisions. Human and mouse DNM data, which are higher resolution 426 

than the data available for any other species, make it clear that early embryonic cell divisions 427 

have elevated mutation rates (34, 73–76), possibly due to the reliance of this early-stage 428 

embryo on maternal DNA repair prior to the maternal-zygotic transition (73, 74). However, Drost 429 

and Lee have argued that most mammals, including mice and humans, have similar primordial 430 

germ cell developmental trajectories, with similar numbers of cell divisions leading from the 431 

zygote to the germ cells (32). This implies that variation in the rate of embryonic mutations 432 

among mammals is not likely driven by variation in the number of early embryonic cell divisions 433 

but is more likely driven by variation in DNA damage or repair during early development. 434 

Primordial germ cell specification occurs around gastrulation, which takes place between 6 and 435 

9 days of embryonic development in mouse (77) and between 14 and 21 days of embryonic 436 

development in humans (78). It is possible that the slower pace of early development in longer-437 

lived vertebrates allows more unrepaired DNA damage to accumulate and drives the tendency 438 

of longer-lived vertebrates to have higher rates of early embryonic mutations. 439 

In addition to making testable predictions about the molecular efficacy of DNA repair and 440 

how it varies among species, our model provides a straightforward way to impute the germline 441 

mutation rates of species for which direct measurements are missing. If a species’ age of 442 

reproductive maturity and average generation time have both been estimated, Equation (9) 443 

provides a mutation rate estimate that can be used for calibrating phylogenetic trees and 444 

demographic histories. Although such a mutation rate estimate will not be as accurate as a 445 

mutation rate estimated directly from trio sequencing data, it may be more reliable than 446 

attempting to infer the mutation rate from phylogenetic data, which famously overestimated the 447 

human mutation rate by a factor of 2 (79–81) and also reached inaccurate conclusions about 448 
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baleen whale mutation rates (82). Our model may even be useful for imputing the mutation rates 449 

of non-mammalian species; for example, the mutation rate of the black abalone is similar to the 450 

mutation rates of vertebrates with similar reproductive lifespans (83). We have not attempted 451 

here to deduce how mutation rates are affected by body size (84), domestication history (85), or 452 

the countless other variables that may affect genomic integrity, but a good model encapsulating 453 

the effects of generation time should improve our power to learn the effects of additional 454 

variables in the future. 455 

 456 

Methods 457 

Meta-analysis of mutation rates from mammalian pedigrees 458 

 We obtained estimates of the embryonic mutation rate (𝜇!) and the gamete mutation 459 

rate per year after puberty (𝜇# + 𝜇") from eight mammalian pedigree studies. Each study 460 

performed a regression of mutation rate against paternal and/or maternal age, but the studies 461 

reported the regression results in a variety of different ways. Below we report how each study’s 462 

age regression parameters were transformed into estimates of  𝜇! and 𝜇# + 𝜇". 463 

Human: Our human mutation parameter estimates are derived from Jonsson, et al. 2017 (38), 464 

Supplementary Table 6, which gives the maternal slope 𝑚<, maternal intercept 𝑚=, paternal 465 

slope 𝑝<, and paternal intercept 𝑝= of the paper’s Poisson regression of the dependence of 466 

mutation rate on parental age (maternal and paternal intercepts represent the interpolated 467 

maternal and paternal mutation loads at a reproductive age of zero years). Upper and lower 468 

95% confidence bounds for each of these variables are also given. The accessible haploid 469 

genome size A is listed as 2722501677 base pairs in the caption of Supplementary Table 17. 470 

We calculated 𝜇! , the mutation load at puberty (age 13) and 𝜇# + 𝜇" , the mutation rate per 471 

year in the gametes post puberty, as follows: 472 
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𝜇! 	=
1
2𝐴

(	𝑚= + 𝑝= + 13 ⋅ (𝑚< + 𝑝<)) 473 

= *
>⋅>9>>:+*@99

⋅ (3.61 + 6.05 + 13 ⋅ (0.37 + 1.51)) = 6.26 ⋅ 10'( muts/bp/gen 474 

𝜇# + 𝜇! =
*
>A
(𝑚< + 𝑝<) =

*
>⋅>9>>:+*@99

⋅ (0.37 + 1.51) = 3.5 ⋅ 10'*+ muts/bp/year 475 

The upper and lower confidence bounds on 𝜇! and 𝜇# + 𝜇" were calculated in the same way 476 

using the upper and lower bounds of the regression parameters. 477 

Chimpanzee: Venn, et al. (39) reported a chimpanzee paternal age effect of 2.95 additional 478 

mutations per site per year and a maternal age effect of zero additional mutations per site per 479 

year (all regression parameter estimates are given in Table S10). They reported a paternal 480 

intercept of -23.8 total mutations per generation and a flat maternal contribution of 6.65 481 

mutations per generation. The earliest reproductive age reported in the data is 14 years, and the 482 

size of the accessible haploid genome is reported to be 2360 megabases. Using these 483 

parameters, we calculated that: 484 

𝜇! =
'>;.)1@.@:1*8⋅>.(:

>⋅>;@+⋅*+!
= 5.11 ⋅ 10'( muts/bp/generation 485 

𝜇" + 𝜇# =
>.(:

>⋅>;@+⋅*+!
= 6.25 ⋅ 10'*+	muts/bp/year. 486 

Olive baboon: Wu, et al. 2020 (41) reported a paternal slope of 0.15 DNMs per genome per 487 

year and a maternal slope of 0.65 DNMs per genome per year (see results section “Estimating 488 

sex-specific germline mutation rates and age effects”). These values are scaled to a haploid 489 

genome size of 2.581 ⋅ 10( base pairs, from which we calculate that  490 

𝜇# + 𝜇" =
+.*:1+.@:
>⋅>.:)*⋅*+"

	= 	1.4 ⋅ 10'*+	 muts/bp/year. 491 

To calculate 𝜇!, we used the regression coefficients reported in S2 Data, Fig 2B. The reported 492 

maternal intercept is 0.23 mutations per genome at a maternal age of 0.55 years, and the 493 

reported paternal intercept is 22.16 mutations per genome at a paternal age of 0.15 years. 494 

Supplementary Table 14 reports an age of male puberty of 5.41 years, so we estimated the 495 

mutation load at puberty by adding the maternal and maternal intercepts to the estimated 496 
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maternal and paternal mutation load accumulated in a period of 5 years. Dividing this load by 497 

the genome size, we obtain: 498 

𝜇! =
>>.*@1+.>;1:×(+.*:1+.@:)

>×>.:)*×*+"
= 5.0 ⋅ 10'( muts/bp/generation. 499 

Rhesus macaque: Wang, et al. 2020 (42) report a total parental age slope of 4.3 ⋅ 10'*+ 500 

mutations per site per year and a mutation load at puberty of 3.9 ⋅ 10'(  mutations per site per 501 

generation. We were able to use these values without further transformation. A second linear 502 

model of macaque mutation rate as a function of generation time was generated by Bergeron, et 503 

al. (43), but we chose to use the Wang et al. model for consistency with the pipeline that was 504 

used to generate the owl monkey and domestic cat mutation rate models. 505 

Owl monkey: Equation (2) in Thomas, et al. 2018 (40) reports a parental age slope of 𝜇# +506 

𝜇" = 6.62 ⋅ 10'*+  mutations per site per year and y-intercept of 3.74 ⋅ 10'(. We estimate a pre-507 

puberty mutation load 𝜇! = 4.40 ⋅ 10'( assuming a generation time of 1 year and adding a year 508 

of gamete mutation accumulation to the y-intercept. Since Thomas, et al. report paternal and 509 

maternal generation times of 6.64 and 6.53, we use an owl monkey generation time of 6.6 510 

years.  511 

Domestic cat: Wang et al. 2022 (44) report mutation rates of 𝜇! = 5.9 × 10'( per site per 512 

generation for reproduction at the age of puberty and an overall average mutation rate of 513 

8.6 × 10'( mutations per site per generation. They assume that puberty occurs at 0.5 years and 514 

report an average reproductive age of 3.8 years in their data. Using these values we calculate 515 

that 516 

𝜇# + 𝜇" =
).@∗*+#"':.(⋅*+#"

;.)'+.:
= 8.2 ⋅ 10'*+ muts/bp/year. 517 

Domestic dog: Figure 2b of Zhang, et al. 2024 (45) shows bar plot representations of the 518 

slopes and intercepts defining the maternal and paternal mutation rates as linear functions of 519 

reproductive age. Since numerical estimates of these parameters are not reported in the text, 520 

we extrapolated them from the bar plot heights. The maternal mutation rate slope and intercept 521 
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appear to be 1 × 10'*+ and 8 × 10'*+ , while the paternal mutation rate slope and intercept 522 

appear to be 3.5 × 10'*+ and 2.5 × 10'(. Assuming an age of 1 year at puberty (which appears 523 

to be the minimum age at first reproduction represented in the dataset) we conclude that: 524 

𝜇# + 𝜇" 	= 	1 ⋅ 10'*+ + 3.5 ⋅ 10'*+ = 4.5 ⋅ 10'*+ muts/bp/year 525 

𝜇! 	= 	8 ⋅ 10'*+ + 2.5 ⋅ 10'( + 1 ⋅ 4.5 ⋅ 10'*+ = 3.75 ⋅ 10'( muts/bp/generation 526 

Mouse: We downloaded the supplementary mutation data from Lindsay, et al. 2019 (48), which 527 

reports accessible-genome-corrected mutation counts and parental age at conception in weeks 528 

for all of the offspring in their pedigrees. We performed a regression of mutation rate against 529 

parental age and used the results to calculate means and confidence intervals for murine 𝜇# +530 

𝜇"	 and 𝜇!.  531 

Meta-analysis of the correlation between mutation rate per year and 532 

generation time  533 

We used the nucleotide diversity (𝜋),mutation rate (𝜇) and generation time (𝑔) data 534 

compiled by Wang and Obbard to quantify the relationship between g and 𝑁2. We first estimated 535 

𝑁2 for each species via the formula 𝑁2 = 𝜋/(4 ⋅ 𝜇) (26) (see Data and Code Availability). We 536 

then performed a PGLS regression of mutation rate against 𝑔 ⋅ 𝑁2 using the R library caper (86). 537 

Additionally, we estimated Pagel’s 𝜆 (87) to be 0.92 using caper’s maximum likelihood 538 

implementation. 𝜆 is commonly used to quantify the amount of phylogenetic signal in the 539 

dataset. It is a scaling parameter applied to internal branch lengths in the phylogenetic tree, and 540 

is typically a value between 0 and 1. 𝜆 = 1 means that the traits being regressed against one 541 

another appear to have evolved according to a Brownian motion evolutionary model and is 542 

interpreted as strong evidence for phylogenetic signal in the dataset, whereas 𝜆 = 0 suggests 543 

that the traits evolved completely independently of the phylogenetic tree structure. See 544 

Supplementary Table 1 for detailed numerical regression results. 545 
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 563 

Supplementary Figure 1: Distributions of generation time and mutation rate per 564 
generation across species. Data taken from Wang and Obbard (26). Red and black lines 565 
correspond to the fitted normal and log-normal distributions, respectively. Lognormal provides a 566 
better fit to both the distribution of generation times and the distribution of the mutation rate per 567 
generation. 568 

 569 
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Supplementary Figure 2: Regression of age at first reproduction versus generation time. 570 
Data taken from Pacifici et al. (52). Age at first reproduction is used as a proxy for age at 571 
puberty. Age at first reproduction is found to be linear with respect to generation time, with a 572 
slope of 0.42.   573 
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