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SUMMARY
Fragmented network bursts (NBs) are observed as a phenotypic driver in many patient-derived neuronal networks onmulti-electrode ar-

rays (MEAs), but the pathophysiological mechanisms underlying this phenomenon are unknown. Here, we used our previously devel-

oped biophysically detailed in silico model to investigate these mechanisms. Fragmentation of NBs in our model simulations occurred

only when the level of short-term synaptic depression (STD) was enhanced, suggesting that STD is a key player. Experimental validation

with Dynasore, an STD enhancer, induced fragmented NBs in healthy neuronal networks in vitro. Additionally, we showed that strong

asynchronous neurotransmitter release, NMDA currents, or short-term facilitation (STF) can support the emergence of multiple frag-

ments in NBs by producing excitation that persists after high-frequency firing stops. Our results provide important insights into disease

mechanisms and potential pharmaceutical targets for neurological disorders modeled using human induced pluripotent stem cell

(hiPSC)-derived neurons.
INTRODUCTION

Human induced pluripotent stem cell (hiPSC)-derived neu-

rons have emerged as an effective platform for drug

screening and modeling of neurological disorders in vitro.

When plated on multi-electrode arrays (MEAs), these neu-

rons form functionally connected and spontaneously

active networks (Mossink et al., 2021). This activity self-or-

ganizes into network bursts (NBs), which are drastic tran-

sient increases in spiking frequency occurring synchro-

nously throughout the network. The properties of these

NBs are often used for phenotypic characterization as

they correlate with specific disease states (Van Hugte

et al., 2023;KleinGunnewiek et al., 2021;KleinGunnewiek

et al., 2020; Frega et al., 2019; Marchetto et al., 2017).

Several of these genotype/phenotype correlations have

been established by characterizing NBs, providing insight

into the pathophysiological mechanisms underlying the

neuronal network phenotype (Doorn et al., 2023; Klein
Gunnewiek et al., 2021;KleinGunnewiek et al., 2020; Frega
et al., 2019;Marchetto et al., 2017; Linda et al., 2022;Wang

et al., 2022).

While in healthy neuronal networks, NBs show amonot-

onous decrease in spiking frequency back to baseline activ-

ity, NBs in patient-derived neuronal networks may express

prominent fluctuations in spiking frequency within this

period, resulting in NBs consisting of multiple fragments

(fragmented NBs). In research using neuronal networks

derived from hiPSCs of patients with Dravet syndrome

(DS), generalized epilepsy with febrile seizures plus

(GEFS+), and febrile seizures with mutations in SCN1A,
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fragmented NBs were the main phenotypic driver (Van

Hugte et al., 2023). Anti-epileptic drugs (AEDs) that were

effective in those patients reduced the number of frag-

ments per NB in their neuronal networks, while AEDs

that exacerbated the clinical phenotype increased it. Simi-

larly, in a model for Kabuki syndrome, a multisystem neu-

rodevelopmental disorder (NDD), fragmented NBs were

one of the main signs of altered network organization

compared to healthy networks (Gabriele et al., 2021). Frag-

ments inNBswere also visible in other NDDmodels such as

Kleefstra syndrome (KS) (Frega et al., 2019) and Rett syn-

drome (RTT) (Pradeepan et al., 2024), and were suppressed

with either NMDA receptor- or asynchronous neurotrans-

mitter release blockers. However, how these processes

contribute to the emergence of fragments remains un-

known. Uncovering the complete pathways leading to

the occurrence of fragmented NBs could help elucidate dis-

ease mechanisms at play in patient-derived neuronal net-

works and provide possible pharmaceutical targets.

Computational models can provide insight into the

mechanisms underlying specific electrophysiological

behavior.We previously developed a biophysically detailed

computational model of hiPSC-derived neuronal networks

onMEAs that can faithfully simulate the pattern of activity

of healthy and patient-derived neuronal networks (Doorn

et al., 2023). Here, we use this model to investigate the

possible mechanisms underlying fragmented NBs.

Fragmented NBs in our model simulations occurred only

when the level of short-term synaptic depression (STD) was

substantial, suggesting this is a key player.We validated our

hypothesis by increasing STD in healthy neuronal
l. 19 j 1583–1597 j November 12, 2024 j ª 2024 The Author(s).
ier Inc. on behalf of International Society for Stem Cell Research.
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networks in vitro with Dynasore, which resulted in the

emergence of fragmented NBs. Furthermore, we showed

that enhanced STD in combination with persistent excita-

tion supports the generation of multiple fragments in NBs.

Our study provides crucial insights into disease mecha-

nisms at play in neuronal network models of neurological

disorders.
RESULTS

Fragmented NBs as a common phenotype in patient-

derived neuronal networks

Fragmented NBs are observed in multiple patient-derived

neuronal networks grown on MEAs. To illuminate the

extent of this phenotype, we gathered MEA measurements

of such networks. Specifically, we re-analyzed data fromnet-

works derived from patients with GEFS+ and DS (mutation

in SCN1A) (Van Hugte et al., 2023), and KS (mutation in

EHMT1) (Frega et al., 2019), as well as the corresponding

healthy control networks. In all cases, patient-derived stem

cells were differentiated into excitatory neurons through

forced Ngn2 overexpression (Figure 1A). The activity of all

neuronal networks consisted of random spiking and NBs.

Compared to controls, patient-derived neuronal networks

showed altered NB characteristics, which were disease spe-

cific (i.e., more or less frequent, shorter or longer NBs, Fig-

ure 1B). Upon examination of recordings from a single elec-

trode during NBs, it becomes apparent that these

phenotypes have a shared characteristic, namely the pres-

ence of NBs consisting of fragments, resulting from promi-

nent fluctuations in the spiking frequency within the NB

(Figure 1C, top panels). The number and ‘‘shapes’’ of these

fragments vary widely between these disorders. To quantify

the number of fragments, we detected the local maxima in

the smoothed network firing rate for each NB (see Methods

for details), indicatedwith the colored dots in Figure 1C, bot-

tom panels. We observed significantly increased numbers of

fragments in patient-derived networks compared to control

(Figure 1D). Thus, fragmented NBs were a common pheno-

type of patient-derived neuronal networks on MEAs.
Our biophysical models replicate fragmented NBs

with increased STD

Next, we aimed to investigate the mechanisms underlying

the appearance of fragmented NBs in patient-derived

neuronal networks. For this, we employed our previously

developed computational model of hiPSC-derived excit-

atory neuronal networks on MEA (Doorn et al., 2023),

which has been shown to successfully identify the effect

of specific cellular changes on the network activity.

Our biophysical model (Figure 2A) consists of heteroge-

neous Hodgkin-Huxley (HH) neurons, connected through
1584 Stem Cell Reports j Vol. 19 j 1583–1597 j November 12, 2024
synapses with AMPA and NMDA receptors (AMPArs and

NMDArs), each with varying strengths and delays. The

neurons contain voltage-gated potassium and sodium

channels as well as slow-afterhyperpolarizing (sAHP) chan-

nels causing spike-frequency adaptation. Moreover, the

synapses undergo STD: the amplitude of the excitatory

postsynaptic current (EPSC) is depressed with every subse-

quent presynaptic spike and recovers quickly in the

absence of spikes. The activity of the network is recorded

by virtual electrodes, mimicking the experimental MEA re-

cordings. The simulated activity of this model accurately

recapitulated the NB characteristics of control neuronal

networks at the single-electrode level (Figure 2B ‘‘Basal’’;

Figure 1C ‘‘Control’’).

Fragmented NBs can be simulated with this model by

increasing the intensity of STD compared to simulations

of healthy controls, resembling fragmented NBs observed

in vitro (Figure 2B ‘‘FB ex1’’; Figure 1C). The number and

shapes of the fragments could subsequently be modified

by additional changes in other model parameters, allow-

ing in silico reproduction of the divergent in vitro pheno-

types (Figure 2B ‘‘FB ex2’’ and ‘‘FB ex3’’; Figure 1C). In

particular, decreased sAHP currents, increased synaptic

strengths or time constants, increased NMDA/AMPA ra-

tio, increasedmembrane capacitance, or decreased STD re-

sulted in more, but less defined fragments (Figure S1).

Instead, changes in voltage-gated sodium and potassium

channel conductances had very little effect on the frag-

ments. Most importantly, sufficient STD (i.e., strong

enough to significantly lower the firing activity) was

crucial for the emergence of fragmented NB in all

simulations.

Since our in silico model consists of many intricate and

interacting mechanisms, we could not rule out whether

mechanisms other than STDmight be involved in the gen-

eration of fragmented NBs. To this end, we constructed a

simpler computational model only containing the mecha-

nisms we hypothesized to be necessary and sufficient for

the emergence of NBs and fragments (i.e., sAHP, recurrent

excitation, and STD). In this minimal in silico model (Fig-

ure 2C), neurons are represented by simple exponential

integrate-and-fire (EIF) neurons including the sAHP cur-

rent. Synapses contain generic synaptic receptors that

immediately open in response to a presynaptic spike and

undergo STD; further, all neurons and synapses are

identical.

Also with this minimal model, we were able to obtain

NBs with and without fragments, and we could identify

the mechanisms leading to this phenomenon (Figure 1D).

In the simulations, NBs without fragments (Figure 1E,

‘‘Basal’’) result from the interplay between recurrent exci-

tation (Isyn) and sAHP (IAHP), which suppress the activity

of the neurons. Excitation starts the NB, and the rapid
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Figure 1. Fragmented network bursts in patient-derived neuronal networks on MEA
(A) Schematic overview of the protocol used by Van Hugte et al., (2023); Frega et al., 2019 to differentiate hiPSCs into neuronal networks
on multi-electrode arrays (MEAs). hiPSCs were obtained by reprogramming somatic cells of healthy subjects and patients. Excitatory
neurons were generated through doxycycline (Dox)-inducible overexpression of Neurogenin2 (Ngn2). At day in vitro (DIV) 2, E18 rat
astrocytes were added in a 1:1 ratio. Activity was recorded at DIV 35 with MEA.
(B) Representative raster plots of spontaneous activity of healthy control neuronal networks (Control) and networks derived from patients
with GEFS+, Dravet Syndrome (DS), and Kleefstra Syndrome (KS) recorded by Van Hugte et al., (2023); Frega et al., 2019. Detected network
bursts (NBs) are indicated by the colored bars below.
(C) Top: representative example voltage traces recorded at one electrode during an NB detection (bar below). Bottom: representative
network firing rate traces during the same NB and detected fragments (colored dots).
(D) Quantification of the average number of fragments per NB for Control (n = 26), GEFS+ (n = 10), DS (n = 11), and KS (n = 18) networks. *p
< 0.05, ***p < 0.001, ****p < 0.0001, Kruskal-Wallis test with Dunn’s multiple comparisons test was performed between groups.
firing causes an increase in the sAHP current. As soon as

sAHP is stronger than excitation, the NB stops. Then,

sAHP recovers slowly until it is low enough for excitation

to initiate the next NB. In simulations with fragmented

NBs (Figure 1E, ‘‘FB’’), STD is strong enough to depress

the synapses when rapid firing starts, thereby lowering

the firing rate and halting the increase in sAHP. STD
then quickly recovers, allowing excitation to become

stronger again, and the next fragment starts. This con-

tinues until sAHP overcomes excitation and terminates

the entire NB. The number of fragments is determined

by how fast sAHP overcomes excitation, with more frag-

ments occurring when excitation is stronger than adapta-

tion for longer periods. Our realistic and minimal
Stem Cell Reports j Vol. 19 j 1583–1597 j November 12, 2024 1585
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Figure 2. Fragmented network bursts can be replicated in in silicomodels with sufficiently strong short-term synaptic depression
(A) Schematic representation of the realistic in silico model consisting of 100 Hodgkin-Huxley (HH) type neurons with voltage-gated
potassium and sodium channels, slow-afterhyperpolarizing (sAHP) and leaky currents, connected with AMPA receptor (AMPAr) and NMDA
receptor (NMDAr) synapses, including short-term synaptic depression (STD). All neurons are heterogeneously excitable, with varying
synaptic strengths and delays, forming a two-dimensional network. Virtual electrodes are employed to simulate MEA electrodes.
(B) Simulations with the realistic computational model show typical network bursts (NBs) (‘‘Basal’’) or, as STD is increased, fragmented NBs
(‘‘FB example ex1’’). Subsequently, different kinds of fragmented NBs can be created by altering the sAHP and synapse properties (FB
examples ex1–ex3). Top: shows voltages recorded at one virtual electrode during a detected NB (colored bar below); bottom: shows the
corresponding network firing rate with detected fragments (colored dots).
(C) Minimal in silico model with 100 homogeneous exponential integrate-and-fire (EIF) neurons including the sAHP current, homoge-
neously connected through synapses with generic post-synaptic receptors and STD.
(D) Simulations with the minimal model can also show typical and fragmented NBs.

(legend continued on next page)
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computational models thus suggest that sufficient STD in-

duces fragmented NBs.

Enhancing STD in vitro induces fragmented NBs

Next, we aimed to test the hypothesis predicted by our in

silico model that increased STD causes fragmented NBs

by performing validation in vitro. To this end, we applied

Dynasore (i.e., dynamin inhibitor that enhances STD

(Hua et al., 2013)) to healthy neuronal networks that

showed regular NBs. Upon applying Dynasore (10 mM),

fragmented NBs emerged in 50% of the neuronal net-

works, with two fragments per NB (Figures 3A, 3B,

and 3E).

To investigate why Dynasore only induced NBs with a

maximum of two fragments, we modeled the effect of Dy-

nasore in our realistic in silico model by increasing the

amount of STD while leaving all other parameters un-

changed. Highly similar to the in vitro observations, this

induced the appearance of either two fragments or of a sin-

gle fragment with very short NB duration (NBD)

(Figures 3C–3E). We found that when a single fragment

occurred, the strength of STD was larger compared to the

strength of excitation—which differed per network due to

random connectivity—such that sAHP could overcome

excitation after the first fragment.

To better compare the in vitro effect of Dynasore to the in

silico increase in STD, we defined additional features of

network activity thatwere affected byDynasore (Figure 3E).

Specifically, the NBD significantly decreased in all wells,

and the NB rate (NBR) and coefficient of variation of the in-

ter-burst intervals (CVIBI) significantly increased. These

changes were not observed when applying a DMSO vehicle

to the neuronal networks (Figure S2A). Identical to these

in vitro observations, enhancing STD in silico caused an in-

crease in the NBR and a decrease in the NBD. Only the

CVIBI did not significantly change in silico.

Since many other in silico model parameter configura-

tions can also simulate in vitro neuronal network behavior,

we investigated the influence of increasing STD in a wide

range of these configurations (Figure S3A). Out of

120,000 tested parameter configurations, we identified

3,114 configurations resulting in simulations resembling

basal in vitro activity. When increasing STD in these simu-

lations, fragments appeared in 20% of the cases. About

1% showedmore than two fragments. Consistent with pre-

vious in silico results, we found an increase in NBR and

CVIBI and a decrease in NBD in the vast majority of the

simulated neuronal networks (Figure S3B).
(E) Bursting mechanism resulting in basal or fragmented NBs. Recurr
This causes the sAHP current (Iahp, fourth) to increase, hyperpolarizing
the rapid firing causes STD (second) to kick in and lower the firing. STD
the next fragment until the sAHP current is high enough to terminat
To summarize, we show that fragmented NBs can be

induced in healthy neuronal networks by enhancing the

amount of STD with Dynasore and that the effect of Dyna-

sore was highly similar to enhancing STD in silico in a large

range of parameter configurations.

Persistent excitation in addition to enhanced STD

induces multiple fragments

By only enhancing STD in vitro, we could obtain NBs with a

maximumof two fragments and a short duration, while pa-

tient-derived neuronal networksmay showNBswithmany

more fragments exceeding the NBD of healthy networks

(Figure 1C). With our in silico models, multiple fragments

could be simulated with enhanced STD and excitation

stronger than adaptation for a prolonged time (Figure S1).

Recently, Pradeepan et al. showed that these multiple frag-

ments occurring in the NBs of neuronal networks derived

from patients with RTT in vitro (Figures 4A and 4B) disap-

peared when blocking asynchronous neurotransmitter

release (Pradeepan et al., 2024). However, it is unclear

how asynchronous neurotransmitter release results in

NBs with multiple fragments and whether it is associated

with the mechanisms revealed by our in silico model.

To investigate these mechanisms, we implemented asyn-

chronous transmitter release in our realistic in silico model

using a phenomenological description (Wang et al., 2015).

This asynchronous release model describes an increased

probability of stochastic neurotransmitter release upon

high-frequency pre-synaptic firing, utilizing the same

vesicle pool as in ‘‘regular’’ synchronous release. With this

model, NBs observed in control neuronal networks could

be replicated with low amounts of asynchronous release,

while the NBs with multiple fragments observed in

diseased networks could be reproduced when the amount

of asynchronous release was increased while leaving other

parameters unaltered (Figures 4C and 4D). We could then

identify the mechanisms leading to the occurrence of mul-

tiple fragments in NBs (Figures 4E and 4F). In the model,

since asynchronous and synchronous release utilize the

same vesicle pool, an increase in asynchronous release re-

sults in a more depressed synchronous release, and thus

increased STD. Hence, fragmentation is still caused by

increased STD. However, we noticed that asynchronous

release persists long after the pre-synaptic neuron stops

firing, allowing the next fragments to be induced after

sAHP suppresses the firing. By observing the dynamics of

sAHP and excitation, we saw that after every fragment

the amount of sAHP is higher and it takes longer before
ent excitation (Isyn, third) starts a burst causing rapid firing (top).
the neurons and eventually terminating the NB. In fragmented NBs,
then recovers quickly, allowing the remaining excitation to initiate
e the entire NB.
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Figure 3. Dynasore induces fragmented network bursts in healthy neuronal networks similar to simulations with increased short-
term depression
(A) Left: example voltage traces recorded at one electrode during a network burst (NB) detection (colored bar below) in a healthy neuronal
network in vitro before (top) and after (bottom) application of Dynasore (10 mM). Right: example network firing rate traces before (top)
and after (bottom) application of Dynasore (detected fragmented are indicated by colored dots).
(B) Representative network firing rate trace when Dynasore is applied to healthy neuronal networks in vitro at t = 105 s. Purple dots are
detected fragments, when two dots appear during one increase in firing rate, two fragments are detected in one NB.
(C) Left: example voltage traces recorded in silico by one virtual electrode during a simulation with basal values for short-term synaptic
depression (STD) (top) and increased values for STD (bottom). Right: example network firing rate traces of simulations with basal values for
STD (top) and increased values for STD (bottom).
(D) Representative network firing rate trace when the amount of STD is increased in silico at t = 100 s.
(E) Quantification of the change when applying Dynasore in vitro (n = 10) and increasing STD in silico (n = 10) of the number of fragments
per NB (# Fragments/NB), the NB duration (NBD), the NB rate (NBR), and the coefficient of variation of the inter burst intervals (CVIBI). ns
p > 0.05, *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001, two-way ANOVA with uncorrected Fisher’s LSD for multiple comparisons was
performed between groups.
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(legend continued on next page)
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excitation can overcome sAHP to initiate the next frag-

ment, sometimes causing the slowing of the fragments.

But, because STD can recover more in this longer period,

the synapses will also be stronger with every fragment initi-

ation, causing every subsequent fragment to be more syn-

chronous compared to the last and thus have a larger firing

rate amplitude.

Motivated by our hypothesis that multiple fragments are

supported by excitation that persists after the pre-synaptic

neuron stops firing, we investigated whether other mecha-

nisms of persistent excitation could also support multiple

fragment generation. First, since NMDArs open in response

to post-synaptic depolarization and typically close slowly,

they could cause left-over excitatory currents long after

pre-synaptic firing activity stops (Hedegaard et al., 2012).

We therefore modeled a strong NMDA current in our in sil-

ico model together with sufficient STD but without asyn-

chronous release. This model indeed also showed NBs

with multiple fragments (Figure 4G), where NMDA cur-

rents persisted after fragment termination, allowing the

next fragment to be initiated (Figure 4H). Short-term syn-

aptic facilitation (STF) can also cause neurotransmitter

release after high-frequency firing has ended (Jackman

and Regehr 2017). To explore this scenario, we constructed

amodel including STF and sufficient STD butwithout asyn-

chronous release. In this model, we also observed multiple

fragments (Figures 4I and 4J). Thus, persistent excitation af-

ter firing activity ceases supports the generation ofmultiple

fragments. Note that in all cases, STD remains the mecha-

nism allowing the emergence of fragments.
DISCUSSION

Fragmented NBs are observed in excitatory neuronal net-

works derived from patients with several neurological dis-

orders (Van Hugte et al., 2023; Frega et al., 2019; Gabriele
(D) Example voltage traces recorded at one virtual electrode in a simu
amounts of asynchronous release (top right) during NB detections (co
same period (bottom) showing fragments (colored dots).
(E) NB mechanism in simulations with low amounts of asynchronous
release to initiate the next fragment when sAHP terminates the NB. (F
release: the firing rate decreases because asynchronous release deplet
not high enough to terminate the NB and there is enough remaining a
until sAHP reaches a threshold.
(G) Top: representative voltage trace recorded at one virtual electrode
NMDA currents and bottom: representative network firing rate trace d
(H) Mechanism of multiple fragments: a burst fragment is terminated b
close slowly and only open when the postsynaptic neuron is depolariz
repeating itself until the sAHP reaches a threshold.
(I) Top: representative voltage trace recorded at one virtual electrode
term synaptic facilitation (STF) and bottom: representative network fi
(J) Mechanism of multiple fragments: a burst fragment is terminated
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et al., 2021; Pradeepan et al., 2024). Different names are

given to the phenomenon, such as mini-bursts, reverber-

ating bursts, high-frequency bursts, and superbursts, but

in essence, they are all characterized by a fluctuating

spiking frequency within the NBs. In some experimental

work, fragmented NBs were suppressed by either NMDAr

blockers (Frega et al., 2019) or inhibition of asynchronous

release (Pradeepan et al., 2024). However, none of these

studies explain how those processes lead to the formation

of fragmented NBs, limiting our understanding of disease

mechanisms.

In this work, we aimed to identify candidate biological

mechanisms involved in the generation of fragmented

NBs, using a biophysical in silico model previously devel-

oped and validated by us (Doorn et al., 2023), comple-

mented by in vitro validations of model predictions.

As confirmed by modeling studies (Masquelier and Deco

2013; Dao Duc et al., 2015; Fardet et al., 2018), we showed

that elementary bursting in excitatory neuronal networks

results from the interplay between excitation and adapta-

tion,modulated by sAHP. Simulations with our biophysical

in silicomodel—as well as with our reducedmodel contain-

ing only recurrent excitation, adaptation, and STD—pre-

dict that sufficient STD can lead to the emergence of frag-

mented NBs. This is similar to previous computational

modeling work of excitatory primary cultures on MEA,

where it was suggested that adaptation, STD, and STF are

necessary for the emergence of ‘‘repeated network spikes’’

(Masquelier and Deco 2013). However, we show that only

STD and adaptation, even without STF, are enough to get

NBs with fragments, dissecting the mechanisms even

further. Also, mechanisms proposed in previous work

were not verified in vitro (Masquelier and Deco 2013).

Here, we used Dynasore, a drug that enhances STD, to

induce fragments in vitro and test our hypothesis.

Dynasore inhibits dynamin, a GTPase protein that is

essential for endocytosis, and has been shown to inhibit
lation with low amounts of asynchronous release (top left) or high
lored bar below), and example network firing rate traces during the

release: the burst ends because there is not enough asynchronous
) NB mechanism in simulations with high amounts of asynchronous
es the amount of available neurotransmitters, but because sAHP is
synchronous release, the next fragment is initiated, repeating itself

during a simulation without asynchronous release but with strong
uring the same NB showing multiple fragments.
y short-term synaptic depression (STD), but because NMDA channels
ed, the NMDA current revives the burst causing the next fragment,

during a simulation without asynchronous release but with short-
ring rate trace during the same NB showing persistent fragments.
by STD, but the burst is revived by STF.



synaptic vesicle recycling in hippocampal neurons in a

dose-dependent manner (Newton et al., 2006). As a result,

Dynasore enhances the amount of STD in these neurons

(Hua et al., 2013). However, Dynasore might also have

other effects on different types of neurons. In brainstem sli-

ces, Dynasore completely blocked evoked synaptic

responses but increased the spontaneous EPSC (sEPSC) fre-

quency (Hofmann and Andresen 2017). In the frog

neuromuscular junction, Dynasore not only inhibited

endocytosis but also led to an increased probability

of neurotransmitter release and increased resting

intra-terminal calcium (Douthitt et al., 2011). Neverthe-

less, adding Dynasore in our in vitro cultures had an effect

that was highly similar to enhancing STD in silico, with

two fragments emerging in some but not all networks,

and with identical changes of the NBR and NBD. This sug-

gests that in our hiPSC-derived excitatory cultures, Dyna-

sore works by enhancing the amount of STD. Nevertheless,

the effects in vitro and in silico showed some differences.

While the CVIBI significantly increased in vitro, the increase

in silico was not significant, and the values were generally

lower. Moreover, the magnitude of the increase in the

average number of fragments was higher in silico than

in vitro. Both of these discrepancies might be explained

by the fact that the effect of Dynasore changed quite

rapidly in vitro, while the effect of enhancing STD in silico

was instant and constant (Figure S2B). The effect of Dyna-

sore slowly increased after administration, and then

decreased again, causing temporal variations in the num-

ber of fragments. At some time points, the effect of Dyna-

sore was so strong that NBDs were shorter than one frag-

ment, and synapses were presumably so depressed that

more fragments could not be initiated. Also, inter-burst in-

tervals variedwith themagnitude of the effect of Dynasore,

while this remained constant in silico, explaining the

higher CVIBI in vitro. Importantly, the simulations shown

in Figure 3 are all generated with the same configuration

of model parameters, while other configurations can also

simulate basal in vitro neuronal network behavior. By per-

forming simulations in a larger range of parameter config-

urations, we found that the increase in STD had a similar

global effect: an increase in the number of fragments,

NBR, and CVIBI and a decrease in NBD. However, NBs con-

sisting ofmore than two fragments appeared. This occurred

in simulation with low initial adaptation, allowing multi-

ple fragments to occur. In addition, we observed an in-

crease of NBD in 5.5% of the simulations. This occurred

when the initial adaptation and strength of STD were

notably high, causing a non-linear interaction upon

increasing the strength of STD.

In the neuronal networks in which Dynasore caused frag-

mented NBs, at most two fragments were seen. This was

different from some phenotypes observed in vitro, where
sometimes up to eight fragments were observed (Figure 1C).

While the increase inSTDallows theemergenceof fragments

due to a fast-recovering depression of synaptic transmission,

it also allows adaptation to overcome the suppressed excita-

tion faster, terminating the NB sooner. Thus, when only

enhancingSTDwithout further altering theexcitation-adap-

tation balance, the NB will always become significantly

shorter, and no additional fragments can be generated.

In recent work by Pradeepan et al., (2024), multiple frag-

ments occurred in excitatory neuronal networks derived

from patients with RTT. These multiple fragments could

be blocked using EGTA-AM, suggesting they are caused

by asynchronous neurotransmitter release. With our in sil-

ico models, we showed that the number of fragments in

NBs can be increased if excitation dominates over adapta-

tion for a prolonged time. However, how this relates to

asynchronous neurotransmitter release is unknown. By im-

plementing asynchronous release in our model, we were

able to obtain NBs with multiple fragments in simulations.

We showed that asynchronous neurotransmitter release

induced NBs with multiple fragments through the same

uncovered mechanism since it causes both enhanced STD

and prolonged excitation. We were also able to simulate

similar NBs using enhanced STD in combination with

other mechanisms that prolong excitation, particularly

strong NMDA currents, and STF.

NBs with multiple fragments are also observed as a rela-

tively rare phenomenon in healthy neuronal networks

with excitatory and inhibitory neurons dissociated from

rodents (Wagenaar et al., 2006; Huang et al., 2017). These

fragmented NBs are often referred to as reverberations

and they usually show a defined shape. The first fragment

has a high firing rate and high synchronicity and is fol-

lowed by a drastic drop in both. Then, for every subsequent

fragment, the firing rate and synchronicity increase, as well

as the time between fragments (Huang et al., 2017).We also

observed this slowing and growing shape in our simula-

tions, where it was caused by increasing adaptation and

fast-recovering STD.

Through patch-clamp technology, it has been observed

that a single neuron in a network can also exhibit reverber-

ating activity when stimulated with a brief pulse (Lau and

Bi, 2005; Volman et al., 2007; Compte et al., 2000). In

particular, Lau and Bi (Lau and Bi 2005) showed that

evoked reverberations in excitatory-inhibitory cultures

could be abolished by EGTA-AM, similar to the model of

RTT, and that applying Strontium, which elevates asyn-

chronous release, exacerbated reverberations. Moreover,

Volman et al., (2007) showed, employing a computational

excitatory network model, that evoked fragments are

maintained by enhanced asynchronous transmitter

release. Additionally, they showed that a fast-timescale

depression is responsible for oscillations during NBs, and
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a slow-timescale depression is responsible for the termina-

tion of the NBs. In our model, sAHP serves as a slow-time-

scale depression that also terminates the NBs. STD is a fast-

timescale depression in our model and indeed causes oscil-

lations within the NB, which we call fragments. This sub-

stantiates our hypothesis that STD, or another fast-time-

scale depression, is still necessary to get fragments in NBs.

Volman et al. did not include NMDArs in their computa-

tional model and argued that, therefore, it was impossible

to rule out that NMDA might play a similar role as asyn-

chronous release. Lau and Bi found that complete blockage

of NMDArs reduced the occurrence and duration of rever-

berations (Lau and Bi 2005). Using computational

modeling, Wang (Wang 1999) and Compte et al. (Compte

et al., 2000) found that to obtain reverberations in excit-

atory-inhibitory networks, recurrent excitatory synapses

must be dominated by a slow component. With their sim-

ulations, they show that network dynamics are essentially

asynchronous when NMDArs dominate over AMPArs.

Conversely, when AMPArs dominate, the network displays

coherent singleNBs. Thus, NMDArs are often thought to be

important in reverberatory/fragmented activity. Alterna-

tively, Dao Duc et al. (Dao Duc et al., 2015) used hippocam-

pal cultures and slices without inhibition, as well as

computational modeling, to show that the interplay of

STD and STF drives NBs with multiple fragments. It is

important to note that while our work has been performed

on neuronal networks composed of only excitatory neu-

rons, some of the reported studies focus on neuronal net-

works that include inhibitory neurons, which can also

modulate the phenotype (Lau and Bi 2005). Nevertheless,

inhibition is not required to produce reverberations in

these networks (Lau and Bi 2005), and interestingly, the

identified players in those reverberations (STD, asynchro-

nous release, NMDArs, and STF) were similar to the ones

found in our model.

With our biophysical computationalmodel that includes

asynchronous release, NMDArs, and STF, we showed that

all of thosemechanisms allowed the generation ofmultiple

fragments in NBs. However, when using realistic time con-

stants for NMDAr dynamics and STF, NBs and fragments

were generally shorter than in simulations with asynchro-

nous release. Yet, the time constants for asynchronous

release used here are not based on literature, as it is un-

known for these types of cultures. Moreover, we assumed

asynchronous and synchronous synaptic release both use

the same neurotransmitter vesicle pool, even though these

pools are also suggested to be different in some types of

neurons (Kaeser and Regehr 2014). We found that if asyn-

chronous release indeed uses the same vesicle pool,

enhanced asynchronous release automatically results in

more depressed synchronous release, and thus the emer-

gence of fragments by enhanced STD. In this way, the dif-
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ference between healthy cultures and RTT cultures from

the study by Pradeepan et al., (2024) could be modeled

solely by increasing the amount of asynchronous release.

If both types of release use a different vesicle pool, an addi-

tional increase in STD would be needed to simulate the

phenotype, as was necessary for simulations of NBs with

multiple fragments with NMDArs and STF.

With our results, we can summarize and generalize previ-

ous research by showing that NBs with multiple fragments

canbe causedby (1) sufficient STD (or another fast-timescale

depression that is able to temporarily lower the firing rate)

terminating fragments, (2) sufficiently strong excitation

(e.g., throughasynchronous release,NMDAror STF) toover-

come sAHP and initiate the next fragment, and (3) sAHP (or

another slow-timescale depression) to terminate the NB.

It is important to note that our results do not rule out the

possibility that other mechanisms could also generate frag-

mented NBs. However, we were never able to obtain frag-

mented NBs in our simulations with the realistic in silico

model without STD. Nevertheless, other mechanisms not

included in our model, such as specific ion-channels or to-

pological influences, could result in fragmented NBs, too.

Pradeepan et al. identified increased adaptive currents in

RTT neurons and speculated that this could make the neu-

rons more prone to exhibit fragmented NBs (Pradeepan

et al., 2024). Some fast afterhyperpolarizing (AHP) or me-

dium AHP (mAHP) currents can depress the firing activity

on a relatively short timescale (2–100 ms) (Storm 1989),

suggesting candidate mechanisms for fragmented NBs. To

test this hypothesis, we included a spike-triggered mAHP

current in our computational model instead of STD.

Indeed, this mAHP current could also induce fragmented

NBs (Figure S4). However, the mAHP current needed to be

relatively large (60 times higher conductance compared

to sAHP), which is not in line with some literature (Storm

1990). In contrast, the strength of STD we used to obtain

fragments was as measured in literature (Markram et al.,

1998). Moreover, pharmacological blocking of currents un-

derlying the mAHP resulted in the appearance of frag-

mented NBs and recapitulation of the GEFS+ and DS phe-

notypes in vitro (Van Hugte et al., 2023). We therefore

suspect that STD is a more likely candidate to underlie frag-

mented NBs than mAHP. Nevertheless, other mechanisms

inducing fast-timescale depression may be involved when

fragmented NBs are observed in vitro.

We revealed candidate mechanisms that underlie the

emergence of fragmentedNBs. This can help us understand

the driving cause of the phenotypes we observe in patient-

derived excitatory neuronal networks. In KS networks, frag-

ments could be abolished by applying an NMDAr antago-

nist, suggesting that enhanced NMDAr function induced

the fragmented NBs in those networks (Frega et al.,

2019). In DS networks, reduced spontaneous sEPSC



amplitudes and frequencies were observed, which is hy-

pothesized to be caused by homeostatic synaptic down-

scaling in response to elevated network activity (Doorn

et al., 2023). Cohen et al. (Cohen and Segal 2009) showed

that in neuronal networks where the activity was artifi-

cially elevated, neurons expressed strong STD that was

not seen in untreated neurons. This suggests that homeo-

static synaptic downscaling could enhance STD, which

might cause the fragmented NBs in DS networks, as well

as GEFS+ networks, which show a similar phenotype

(Van Hugte et al., 2023). In both GEFS+ and DS networks,

the number of fragments could be increased by elevating

the temperature (VanHugte et al., 2023). It has been shown

in hippocampal slices that increasing the temperature en-

hances the amount of STF while leaving the amount of

STD unaltered (Klyachko and Stevens 2006). Thus, at

higher temperatures in GEFS+ and DS networks, strong

STD due to homeostatic downscaling may remain while

STF increases, promoting the initiation of subsequent frag-

ments as observed in our simulations of NBs with multiple

fragments. Moreover, sAHP has been suggested to be low-

ered in these networks (Doorn et al., 2023), which would

allow the occurrence ofmultiple fragments in combination

with enhanced STD (Figure S1).

To conclude, using in silico computational models and

in vitro experiments, we show that enhanced STD is suffi-

cient for the emergence of fragmented NBs. Asynchronous

neurotransmitter release acts on STD, causing fragmenta-

tion, but it moreover causes left-over excitation after NB

termination, allowing the initiation of many more frag-

ments. These multiple fragments could also be induced

with sufficiently strong NMDAr currents or STF, in combi-

nation with sufficient STD.
EXPERIMENTAL PROCEDURES

In silico modeling
All simulations were performed with the Brian2 simulator (Stim-

berg et al., 2019) in a Python 3.9 environment. Differential equa-

tions were integrated using either the exponential Euler or Euler

forward method.

Realistic in silico model

The realistic in silicomodel is described in the study by Doorn et al.,

(2023). In short, it consists of 100 HH-type neurons with voltage-

gated sodium and potassium channels, as well as leaky channels

and sAHP channels, modeled as a potassium channel whose

conductance increases upon action potential firing. The neurons

are heterogeneously excitable through a variable external input cur-

rent, accounting for intrinsic differences. Additionally, the neurons

receive noisy fluctuations of theirmembrane potential tomimic the

effect of sEPSCs or other noise components. Neurons are connected

to a subset of other neurons through synapses with models of

AMPArs, which open immediately upon arrival of a pre-synaptic

spike and decay rapidly, and NMDArs, which open and close slowly
and are blocked bymagnesium ions that are removed upondepolar-

ization of the post-synaptic neuron. The strengths of the synapses

vary due to heterogeneous weights (w), drawn from a normal distri-

bution. These weights are further modulated by STD, following the

Markram-Tsodyskmodel (Markram et al., 1998). Themodel is based

on the concept of synaptic resources, of which only a fraction, x, is

available, and of which the release probability (uðtÞ) increases upon
every pre-synaptic spike. In our original model, we keep uðtÞ at a
value of 1 to only model STD and not STF. The synaptic weight wj

is multiplied by xj, where xj obeys:

dxj
dt

=
1 � xj
tD

� Uxj
X
k

d
�
t � tkj � D

�
; (Equation 1)

where tD is the time constant of STD, and U is the strength of STD.

The parameter values of themodel used for all simulations can be

found in the Table S1.

Minimal in silico model

The minimal model consists of 100 EIF neurons, where the mem-

brane potential is described by:

C
dV

dt
= gLðEL � VÞ+ gLDTexp

�
V � VT

DT

�
� Isyn � IsAHP � Inoise;

(Equation 2)

with the reset condition that if V >Vthres then V = Vreset . V is the

membrane potential, C is the membrane capacitance, EL is the

reversal potential of the leak current, and gL is the corresponding

conductance. IsAHP and Inoise are identical to the realistic model,

and the synaptic current Isyn is given by:

Isyn = gsyn
�
Vm � Esyn

�XNE

j = 1

wjsj;
dsj
dt

= � sj

tsyn
+
X
k

d
�
t � tkj

�
; (Equation 3)

where gsyn is the maximal synaptic conductance when synaptic

channels are opened, Esyn is the synaptic reversal potential, wj is

the same as in the realistic model, and s is the fraction of open

channels that increases upon every pre-synaptic spike at tkj and

then decays with time constant tsyn.

The neurons in the model are all identical, as well as the synap-

ses. These synapses also undergo STD as described earlier. All

parameter values used for simulations with the minimal model

can be found in the provided Python code.

STF and asynchronous release
To model STF in the model, we use the release probability uðtÞ as
described by Markram and Tsodyks (Markram et al., 1998), which,

together with the aforementionedmodel for STD, forms the short-

term plasticity (STP) model:

dxj
dt

=
1 � xj
tD

� ujxj
X
k

d
�
t � tkj � D

�
;

duj

dt
=
U � uj

tF
+U

�
1 � uj

�X
k

d
�
t � tkj � D

�
; (Equation 4)

where tF is the recovery time constant of facilitation and tD is the

time constant of depression. The synaptic weight is multiplied by
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both uj and xj. Thus, at every pre-synaptic spike, uj increases with

Uð1 � uÞ, and an amount of ujxj neurotransmitters is released

and subtracted from xj.

To model asynchronous release, we used an extension of the STP

model as described in the study byWang et al. (Wang et al., 2015).

In this extension, usr describes the release probability of syn-

chronous release as described in Equation 4, and uar is the pro-

bability rate of asynchronous release. Researchhas shown that syn-

chronous and asynchronous release aremediated by different Ca2+

sensors with distinct association and dissociation rates with Ca2+

(Wen et al., 2010). Therefore, both releases have different recovery

time constants (dissociation rates), tsr and tar , and different satura-

tion levels Usr and Uar . Based on the literature, we also assume that

synchronous and asynchronous releases are competing for the

same vesicle pool (Wen et al., 2010). We thus use one variable x

as described in equation 4. While synchronous release is time-

locked to the arrival of a pre-synaptic spike, asynchronous release

is very stochastic. We therefore model it using a binomial process.

We call x0 the amount of neurotransmitter in one vesicle, making

xðtÞ=x0 themaximumnumber of releasable vesicles. In a time inter-

val [t; t + dt], the release probability of a single vesicle is given by

uardt. We assume the amount of asynchronous release events

nðtÞ follows a binomial distributionBðbxðtÞ =x0c;uarðtÞdtÞ. The over-
all asynchronous release rate is then:

qarðtÞdt = x0narðtÞ: (Equation 5)

Because we cannot model a binomial distribution in Brian2, we

approximate it with a normal distribution cutoff at the borders

of the binomial distribution. The parameters used for all simula-

tions can be found in Table S1.
MEA recordings and data analysis
We usedMEA recordings performed on neuronal networks derived

from hiPSCs of control and patients with GEFS+ and DS (FAM001

GEFS and FAM001 DRAV described in the study by Van Hugte

et al., 2023) and control and a patient with KS (CMOS and KSMOS

described in the study by Frega et al., 2019) (data in Figures 1B

and 1C). In addition, we used a representative MEA recording per-

formed on neuronal networks derived from hiPSCs of control and

patientswith RTT (described in the study by Pradeepan et al., 2024)

(data in Figures 4A and 4B). To evaluate the effect of enhanced STD

in vitro, we performed experiments in which we differentiated

neuronal networks from hiPSCs of a healthy individual (Mossink

et al., 2021) (data in Figure 3). We performed recordings using

the Multiwell-MEA system on day in vitro (DIV) 35 (Multichannel

Systems, MCS GmbH, Reutlingen, Germany). MEA devices are

composed of 24 independent wells with embedded micro-elec-

trodes (i.e., 12 electrodes/well, 80 mm in diameter and spaced

300 mm apart). During recording, the temperature was maintained

at 37�C, and a slow flow of humidified gas (5% CO2 and 95%

ambient air) was applied onto the MEA plate. Every electrode re-

corded voltages with a sampling frequency of 10 kHz. Also from

the in silico model, ‘‘virtual electrode’’ recordings were sampled at

10 kHz and then handled identically to experimental data. Wells

that did not show electrical activity, that did not show NBs, or

that showed unevenly distributed neurons under the microscope

were excluded (Mossink et al., 2021).
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Signalswere filtered between100 and3,500Hzusing a fifth-order

Butterworth filter. We detected spikes using an amplitude

threshold-based method, where the threshold was four times the

root mean square of the electrode signal. The network firing rate

was computed by binning spikes at all electrodes in 25 ms time

bins. We then smoothed this network firing rate by convolution

with aGaussian kernel. To detectNBs,we employed two thresholds

on this smoothed firing rate to start and stop the NB, set to 1/4th

and1/100thof themaximumfiring rate, respectively. Additionally,

30% of the active electrodes (i.e., electrodes with an average firing

rate above 0.02 Hz) had to be firing during the NB, and the firing

rate should remain above the NB start- or stop-threshold for

50 ms to start or end NB detection. Fragments were detected using

a peak detection algorithm on the smoothed network firing rate

where peaks should have a minimal height of 1/16th of the

maximum firing rate and a minimal prominence of 1/10th of the

maximum firing rate. The number of fragments per NB was then

defined as the number of detected peaks within the duration of

the NB.

We defined four features that were representative of the sponta-

neous network activity. Specifically, the average number of frag-

ments per NB (#Fragments/NB) was calculated by summing all de-

tected fragments and dividing them by the number of detected

NBs. Additionally, the NBR (the average number of NBs per min-

ute), NBD (the mean duration of NBs during recording), and

CVIBI (the coefficient of variation of the inter-burst intervals)

were calculated.
Dynasore experiments and modeling
We used a previously characterized Ngn2-positive hiPSC line that

was infected, according to a previously published protocol (Frega

et al., 2017), with lentiviral constructs encoding rtTA combined

with Ngn2 to generate doxycycline-inducible excitatory neurons

(Mossink et al., 2021; Frega et al., 2019). The hiPSC line was gener-

ated fromfibroblasts of a healthy individual (male, 30 years old) via

episomal reprogramming (Mandegar et al., 2016). We received the

Ngn2-positive hiPSC line at passage 10 in frozen vials, kindly pro-

vided by Prof. Nadif Kasri (Radboud University Medical Center,

The Netherlands). The research was conducted in accordance

with the principles embodied in the Declaration of Helsinki and

local statutory requirements. The genetically modified organism

approval under which the line (name: IPS16-00016) has been

used is IG22-071. Karyotypes of hiPSC line were verified, and

hiPSC linewas tested for pluripotency and genomic integrity based

on single-nucleotide polymorphism arrays (Mossink et al., 2021;

Frega et al., 2019). Cells were thawed in E8 flex medium (Gibco,

#A2858501) supplemented with RevitaCel (Thermo Fisher Scienti-

fic, #A2644501), puromycin (0.5 mg/mL, Sigma-Aldrich, #P9620),

and G418 (50 mg/mL, Sigma-Aldrich, #G8168) on 6-well plates

pre-coated with Geltrex (Thermo Fisher Scientific #A1413302)

and were maintained in this medium at 37�C/5% CO2. The me-

dium was refreshed every 2–3 days, and cells were passaged twice

per week using an enzyme-free reagent (ReLeSR, STEMCELL Tech-

nologies, #05872) and not kept for more than 10 passages. Every

month, cells were checked for mycoplasma contamination using

MycoAlert PLUS (Lonza, #LT07-703). Cells were frozen at 80% con-

fluency within E8 flex medium with 20% DMSO supplemented



with RevitaCel, puromycin (0.5 mg/mL), and G418 (50 mg/mL). We

differentiated hiPSCs into excitatory cortical layer 2/3 neurons on

MEA through doxycycline-inducible overexpression of Neurogenin

2 (Ngn2) as described previously (Frega et al., 2017; Mossink et al.,

2021) (Figure 1A). In short, Ngn2-positive hiPSCs were cultured on

Geltrex (Thermo Fischer Scientific, #A1413302) in E8 flexmedium,

supplemented with puromycin (0.5 mg/mL) and G418 (50 mg/mL)

at 37�C/5%CO2. OnDIV 0,Ngn2-positive hiPSCswere co-plated as

single cells in 24-well MEAs, pre-coated with poly-l-ornithine

(50 mg/mL, Sigma-Aldrich, #P4957) and human laminin (5 mg/

mL, BioLamina, #LN521). To promote neuronal maturation, astro-

cytes obtained from cortices of newborn (P1) Wistar rats were

added to hiPSC cultures in a 1:1 ratio on DIV 2. All surgical and

experimental procedures regarding animal primary cell lines fol-

lowedDutch and European laws and guidelines andwere approved

by the Centrale Commissie Dierproeven (AVD11000202115663).

On DIV 3, the medium was changed to Neurobasal medium

(Gibco, #21103049) supplemented with DOX (4 mg/mL, Sigma-

Aldrich, #D9891), B-27 (Thermo Fisher Scientific, #17504044), glu-

taMAX (2 mM, Thermo Fisher Scientific, #35050061), primocin

(0.1 mg/mL, InvivoGen, #ant-pm-05), neurotrophin-3 (10 ng/mL,

STEMCELL, #78074), and brain-derived neurotrophic factor

(10 ng/mL, STEMCELL, #78005). Cytosine b-D-arabinofuranoside

(2 mM, Sigma-Aldrich, #C1768) was added to eliminate prolifer-

ating cells. Starting from this day, half of themediumwas changed

three times a week. From DIV 10 onward, 2.5% fetal bovine serum

(Sigma-Aldrich, #F9665) was added to support astrocyte viability.

DOXwas removed after DIV 14. Cells were maintained in an incu-

bator at 37�C with 80% humidity and 5% CO2 until the experi-

ment on DIV 35.

Culturing and experiments were performed with two indepen-

dent neuronal preparations. Baseline spontaneous activity was

recorded for 5 min. Immediately following baseline recording,

a pharmacological agent (10 mM Dynasore [Sigma-Aldrich,

#D7693, diluted in DMSO] or 0.1% DMSO) was added to each

well, and 20 min of post-treatment activity was recorded. Only

the last 5 min of recording post-treatment were used for

analysis.

In the computational model, the effect of Dynasore was modeled

by simulating a network for 5 min, then increasing U from 0.006

to 0.035, while keeping all other parameters identical, and then

continuing the simulation for 5 min. To explore the effect of

increasing U across all possible model parameter configurations,

we performed 120,000 simulations of 3 min with different values

of the nine most critical model parameters (s, gNa, gK, gsAHP, S, d,

Connectionprob, tD,andU).Next,we identifiedsimulations thatex-

hibited all key features (#Fragments, NBR, NBD, and CVIBI) within

therangesobserved inthebasal in vitroneuronalnetworks (Figure3E,

e.g., NBR between1.8 and 4.8NBs/min). Subsequently, in these sim-

ulations, U was increased by 50% and the effect was observed for

another 3 min, after which features were again quantified.
Statistics
We performed statistical analysis using GraphPad Prism 5

(GraphPad Software, Inc., CA, USA). We checked for normal distri-

butions using a Kolmogorov-Smirnov test.We compared the num-

ber of fragments in NBs of patient-derived neuronal networks us-
ing a Kruskal-Wallis test with Dunn’s multiple comparisons test,

because not all data were normally distributed. To compare the ef-

fect of Dynasore to vehicle, and to its in silico counterpart, we used

a two-way ANOVAwith uncorrected Fisher’s LSD formultiple com-

parisons. p values <0.05 were considered significant in all cases. All

data points, statistics, and p values can be found in Table S2.
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Nina Doorn (n.doorn-1@utwente.nl).
Materials availability

All reagents or cell lines used in this study are available from the

lead contact upon request with a completed Materials Transfer
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Data and code availability

The Python code to run simulations in silico and analyze MEA re-

cordings as well as all newly generated data is published on

GitLab (https://gitlab.utwente.nl/m7706783/fb_model). All indi-

vidual values shown in figures and the corresponding p values

can be found in Table S2.
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Figure S1: The effect of model parameters on the number and shape of fragments in simula-
tions.
A) Starting point of parameter configuration resulting in simulations with network bursts (NBs) con-
sisting of three fragments. B) The effect of less or more STD on the simulated NBs. Modeled as an
increase or decrease in parameter U . C) The effect of less or more sAHP current on the simulated
NBs. Modeled as an increase or decrease in the conductance of the sAHP channels. D) The effect
of less or more synaptic current (Isyn) on the simulated NBs. Modeled as an increase or decrease in
the conductance of all synaptic channels. E) The effect of a higher or lower maximum voltage-gated
sodium channel conductance on the simulated NBs. F) The effect of a higher or lower maximum
voltage-gated potassium channel conductance on the simulated NBs. G) The effect of a higher or
lower neuronal membrane capacitance on the simulated NBs. H) The effect of a higher or lower
NMDA/AMPA ratio on the simulated NBs. Modeled as a shift in the relative maximum conductances
of the NMDA and AMPA channels (corresponding to the relative amount of channels or their synaptic
strengths).
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Figure S2: Dynasore affects neuronal network activity differently from vehicle and the
effect varies throughout measurement.
A) The effect on the neuronal network activity when either Dynasore (10 µM) (n=10) or vehicle
(0.1% DMSO) (n=5) is applied to the network. Figure shows the change in the average number
of fragments per network burst (NB) (# Fragments / NB), the NB rate (NBR), the NB duration
(NBD), and the coefficient of variation of the inter burst intervals (CVIBI). ns P>0.05, * P<0.05, **
P<0.01, **** P<0.0001, 2way ANOVA with uncorrected Fisher’s LSD for multiple comparisons
was performed between groups. B) Two examples of recordings of healthy neuronal network
activity in which Dynasore was added (dashed line). Shown is the network firing rate in black
with detected peaks in purple. In both examples, a decrease in the network firing rate can be
seen upon Dynasore application, together with a decrease in the inter-spike interval (ISI, pink
line) and some fragment detections (grey bar). Then the ISI slowly increases again while the
amount of fragment detections drops to zero. Towards the end of the recording, the amount of
fragment detections again increases, illustrating the variable effect Dynasore has on the in vitro
neuronal network over time.
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Figure S3: The effect of increasing STD in silico with different starting parameter config-
urations.
A) Histograms of the parameter values resulting in simulations consistent with experimental
data. B) Grey shows data features of 3114 basal simulations with different model parameter
configurations. Purple shows data features when the strength of STD (U ) was increased by
50% in these simulations. Data shows mean ± sd. Wilcoxon matched-pairs signed rank test
was performed between groups. **** P<0.0001.
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Figure S4: Fragmented NBs can also arise from the interplay between mAHP and sAHP.
A) Top: Voltage recorded at a single virtual electrode. Bottom: Network firing rate with detected
fragments (purple dots). Left: Basal situation with no STD and no mAHP. Right: Simulation of
the same network but with increasedmAHP.B)Mechanism causing fragmented NBs: Recurrent
excitation (third panel) starts an NB causing an increase in firing (top panel). This increase in
firing causes an increase in both the mAHP (second panel) and sAHP (fourth panel) currents.
This lowers the firing rate, terminating the fragment. Then, mAHP recovers quickly, allowing
left-over excitation to initiate the next fragment until sAHP (recovering slowly) is high enough to
terminate the entire NB. mAHP is modeled identically to sAHP (conductance increases at every
spike and decays exponentially), but with a time constant of 50 ms instead of 8000 ms and a
conductance of 350 nS instead of 6 nS.



Supplemental Tables

Table S1: Values of the parameters of the realistic in silico model used for the results and
examples shown in the Figures.

Parameter Unit Fig 2B Fig 3C,D Fig 4C,D Fig 4G,H Fig 4I,J
Connection prob 0.2 0.2 0.2 0.3 0.2
Membrane area µm−2 300 300 300 300 300
C µF · cm−2 2 2 2 1 2
EL mV -39.2 -39.2 -39.2 -39.2 -39.2
EK mV -80 -80 -80 -80 -80
ENa mV 70 70 70 70 70
gNa mS · cm−2 80 80 80 50 80
gK mS · cm−2 6.5 6.5 6.5 5 6.5
gL mS · cm−2 0.3 0.3 0.3 0.3 0.3
Firing threshold mV -30.4 -30.4 -30.4 -30.4 -30.4
σ mV 8 6 5.5 3.5 5.5
gsAHP nS 5 4 8 5 5
τAHP ms 8000 8000 8000 8000 8000
αCa 0.00035 0.00035 0.00035 0.00035 0.00035
S 0.4 0.25 0.4 1.5 13
δ 0.6 0.6 0.6 0.5 0.6
EAMPA mV 0 0 0 0 0
ENMDA mV 0 0 0 0 0
τAMPA ms 2 2 2 2 2
τNMDA,rise ms 2 2 2 2 2
τNMDA,decay Ms 100 100 100 100 100
α kHz 0.5 0.5 0.5 0.5 0.5
τD ms 200 250 200 800 1000
U 0.2 6e-3/35e-3 0.01 0.2 0.005
Apply STF t/f FALSE FALSE FALSE FALSE TRUE
τF ms - - - - 1000
Apply Asyn t/f FALSE FALSE TRUE FALSE FALSE
τar ms - - 700 - -
Uar - - 0.5 - -
Umax 1/ms - - 5e-4/45e-4 - -
X0 - - 5 - -
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