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We have shown previously, with experimental and computer models, how a ‘40 Hz’
(gamma) oscillation can arise in networks of hippocampal interneurones, involving mutual
GABA ,-mediated synaptic inhibition and a source of tonic excitatory input. Here, we
explore implications of this model for some hippocampal network phenomena in the rat in
vitro and in vivo.

A model network was constructed of 1024 CA3 pyramidal cells and 256 interneurones.
AMPA (a-amino-3-hydroxy-5-methyl-4-isoxazole propionic acid), NMDA (N-methyl-
p-aspartate), GABA, and GABAy receptors were simulated on pyramidal cells and on
interneurones.

In both model and experiment, the frequency of network oscillations, in the gamma range,
depended upon three parameters: GABA, conductance and decay time constant in
interneurone—>interneurone connections, and the driving current to the interneurones.

The model of gamma rhythm predicts an average zero phase lag between firing of
pyramidal cells and interneurones, as observed in the rat hippocampus in vivo. The model
also reproduces a gamma rhythm whose frequency changes with time, at theta frequency
(about 5 Hz). This occurs when there is 5 Hz modulation of a tonic signal to chandelier and
basket cells.

Synchronized bursts can be produced in the model by several means, including partial
blockade of GABA, receptors or of AMPA receptors on interneurones, or by augmenting
AMPA -mediated EPSCs. In all of these cases, the burst can be followed by a ‘tail’ of
transiently occurring gamma waves, a phenomenon observed in the hippocampus in vivo
following sharp waves. This tail occurs in the model because of delayed excitation of the
interneurones by the synchronized burst. A tail of gamma activity was found after
synchronized epileptiform bursts both in the hippocampal slice (CA3 region) and in vivo.

Our data suggest that gamma-frequency EEG activity arises in the hippocampus when
pools of interneurones receive a tonic or slowly varying excitation. The frequency of the
oscillation depends upon the strength of this excitation and on the parameters regulating
the inhibitory coupling between the interneurones. The interneurone network output is
then imposed upon pyramidal neurones in the form of rhythmic synchronized IPSPs.

in the hippocampus during the theta state (Soltesz &  see Gray, 1994).

Deschénes, 1993; Bragin, Jandé, Nddasdy, Hetke, Wise &
Buzsdki, 1995). Rhythms at similar frequencies occur in the
neocortex, where they can be stimulus driven, and so are of
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possible significance for information processing (for review,

It has been shown that gamma-frequency oscillations (used
in this paper to mean frequencies at 20 Hz and above) can
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be generated by networks of interneurones in vitro during
blockade of ionotropic glutamate receptors, via mechanisms
including tonic excitation of the interneurones, together
with mutual GABA , receptor-mediated inhibition between
the interneurones (Whittington, Traub & Jefferys, 1995a).
Comparable network activity was observed in a model of
mutually inhibitory neurones. An underlying mathematical
idea, following Wang & Rinzel (1993), was that IPSPs can
synchronize neuronal firing when the time course of
synaptic inhibition is longer than the firing period
exhibited by the synaptically uncoupled neurones. Certain
CA1 stratum oriens and stratum pyramidale interneurones
participate in in vitro gamma oscillations (Whittington et
al. 1995q). Thus, for simulation purposes, we have assumed
that basket and chandelier cells could be the generators of
the gamma oscillation.

We suspect that in vivo gamma rhythms are generated
within the hippocampus itself, as gamma frequency
oscillations persist in the rat in vivo after subcortical
denervation of the hippocampus, even when theta activity
(4-12 Hz) is completely lost (Buzsdki, Gage, Czopf &
Bjorklund, 1987). In addition, gamma activity in the
CA3/CA1 regions also survives bilateral entorhinal cortex
lesions (Bragin et al. 1995). The in wvivo situation is
complicated by the fact that theta- and gamma-frequency
EEG rhythms co-exist in the hippocampus of the rat when
awake or during ketamine—xylazine or urethane anaesthesia
(Buzsdki, Leung & Vanderwolf, 1983; Soltesz & Deschénes,
1993; Bragin et al. 1995). Identified CA1 basket cells in
vivo have been found to fire at gamma frequencies, in short
bursts that are interrupted at theta frequencies (Ylinen,
Soltész, Bragin, Penttonen, Sik & Buzsdki, 1995b). In vitro
gamma, oscillations are not, however, interrupted at theta
frequency, suggesting that some input — to the inter-
neuronal network generating gamma — is itself modulated
at theta frequency.

These considerations motivated us to examine in more detail
the parameters that control the frequency and patterning of
an interneuronal network with mutual GABA, receptor-
mediated inhibition. The results suggested that gamma
oscillations might be elicited under certain conditions of
synchronized pyramidal cell firing, and we present in vitro
and in vivo data in support of this.

Some of these data have been presented in preliminary
form (Whittington, Traub & Jefferys, 1995b; Traub,
Jefferys, Whittington, Buzsdki, Pentonnen & Colling,
1995).

METHODS

Experimental methods iz vivo

Recordings were made in male and female Sprague—Dawley rats,
300-450 g, using methods described in Ylinen et al. (1995q).
Intracellular recordings were made in anaesthetized rats using
15 g kg™ urethane. Entorhinal cortex lesions were made
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following the procedure described in Bragin et al. (1995). Briefly,
the rats were anaesthetized with halothane (4% for induction, 1%
for maintenance), and put into a stereotaxic apparatus. After the
bone above the entorhinal cortex was removed and the dura
incised, entorhinal tissue was removed by suction. The wound was
filled with Gelfoam, the muscle flap re-attached and sutured, and
the wound area treated with local antibiotics. Evoked responses to
stimulation of the perforant path could be produced up to 14 days
after bilateral removal of the entorhinal cortex, probably due to
the slow degeneration of axons disconnected from their cell bodies.

Experimental methods iz vitro

Transverse 400 gm-thick slices of dorsal hippocampus were
prepared from brains removed from fourteen male Sprague—Dawley
rats, 250—350 g, stunned and killed by cervical dislocation followed
by decapitation. Slices were maintained in an interface recording
chamber perfused with artificial cerebrospinal fluid (ACSF)
containing (mm): NaCl, 135; NaHCO,, 16; KCl, 3; CaCl,, 2;
NaH,PO,, 1-25; MgCl,, 1; p-glucose, 10; equilibrated with 95%
0,-5% CO,, pH 74 at 34 °C.

Gamma oscillations were evoked in slices in three ways.
(1) Pressure ejection of 10 mM L-glutamate or 200 um (15,3R)-1-
aminocyclopentane-1,3-dicarboxylic acid (ACPD), made up in the
ACSF including any drugs that were also present (see below).
Ejection was via glass micropipettes, 20—-80 k€2, onto the stratum
pyramidale of area CA1 within 70 gum of the recorded cell.
(2) Strong electrical stimulation, square wave, 50 us duration,
within 100 gm of the recorded cell, in the presence of 20 um
ACPD in the bathing solution. (3) Addition of 4-aminopyridine
(4-AP, 70 uM) to generate synchronized burst discharges
mimicking hippocampal sharp waves. For experiments using
methods (1) and (2) above, GABA, receptor-mediated responses
were isolated from other ionotropic responses by inclusion in the
ACSF of the following: 6-cyano-7-nitroquinoxaline-2,3-dione
(CNQX, 20 um) or 6-nitro-7-sulphamoylbenzo[ f Jquinoxaline-2,3-
dione (NBQX, 20 gMm); D-2-amino-5-phosphonopentanoic acid
(D-AP5, 100 gm) or 3-((R)-2-carboxypiperazin-4-yl)-propyl-1-
phosphonic acid (CPP, 20 um); 3-amino-2-(-4-chlorophenyl)-2-
hydroxypropylsulphonic acid (20H-saclofen, 0-2mm). (In the
absence of metabotropic glutamate receptor activation, CNQX and
NBQX (both 20 xM) had slightly different effects on spontaneous
IPSC frequency: 4-6 Hz for CNQX, about 2 Hz for NBQX. This
effect is probably not significant for oscillations in the gamma
frequency range.) For experiments using method (3) above, none of
these drugs were added to the ACSF, but the ACSF was modified
to promote bursting activity (Traub, Colling & Jefferys, 1995)
(mm): NaCl, 124; NaHCO,, 26; KCl, 5; CaCl,, 2; MgCl,, 1:6;
NaH, PO, 1-25; and p-glucose, 10.

Recordings were made of activity in both pyramidal cells and
inhibitory interneurones located within stratum pyramidale, or in
stratum oriens near to stratum pyramidale. Glass microelectrodes
were filled with 2™ potassium methylsulphate, resistance
30-60 MQ. Interneurones were identified physiologically by narrow
action potentials (<3 ms at the base), lack of spike accommodation
and by deep brief after-hyperpolarizations. For voltage clamp
studies, electrodes also contained the lidocaine (lignocaine)
derivative QX314, 50 mm. As QX314 took about 20 min to block
action potentials, interneurones could still be identified
physiologically when QX314 was in the electrode. Recordings were
made in bridge mode or switched voltage clamp (Axoclamp 2B,
7-9 kHz, holding potential —40 mV) from forty-one pyramidal cells
(31 from area CA3, 10 from area CA1) and eight inhibitory cells (all
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CA1). Basic cell parameters were: input resistance 35-55 MQ (CA1
and CA3 pyramidal cells) and 50-65 MQ (interneurones, electrodes
containing QX314); membrane potentials were —65 to —70 mV for
pyramidal cells and —62 to —67 mV for interneurones (electrodes
containing QX314).

Further pharmacological manipulations performed were bath
application of: (1) bicuculline (0-5-5 M) to reduce GABA,
conductances (ggapa,); (2) thiopental (2-20 uM) to increase
preferentially IPSC decay time constant (rg,p,,); (3) diazepam
(50-500 nM) to increase preferentially IPSC size (Macdonald &
Olsen, 1994; M. A. Whittington, unpublished data). In experiments
using 4-AP, the partially specific metabotropic glutamate receptor
antagonists  L(+)-2-amino-3-phosphonopropionic acid (L-AP3,
0-2mm), and (+)-a-methyl-4-carboxyphenylglycine ((+)-MCPG,
0-2 mmM) were applied to the ACSF. All chemicals were obtained
from Tocris Cookson, Bristol, UK.

Recordings were digitized and analysed using hardware and
software from CED (Cambridge Electronic Design, Cambridge,
UK). Principal oscillatory frequency was measured by performing
autocorrelation analysis of trains of IPSCs and taking the
reciprocal of the time to the first, largest peak of the
autocorrelogram. IPSC decay constant was measured by fitting the
decay phase of individual IPSCs within a train to a single-
exponential function. GABA , conductance was estimated from the
magnitude of the maximum evoked monosynaptic IPSC (not in a
train) with a driving potential of 30 mV (holding potential of
—40 mV). All data were analysed, where appropriate, using
analysis of variance followed by Bonferroni’s ¢ test for multiple
comparisons.

For analysis of gamma-frequency ‘tails’ following synchronized
bursts induced by 4-AP, a waveform autocorrelation vs. time graph
was constructed for each intracellular discharge, using a 500 ms
bin width for the immediate post-burst after-hyperpolarization.
Twenty to thirty events were analysed for each cell. The time to
the first peak (if any) on the autocorrelation graph was measured
and its reciprocal gave the frequency. The autocorrelation for some
bursts had no peaks (i.e. no oscillation was present). For each cell,
the number of bursts followed by an oscillation, divided by the
total number of bursts analysed, was expressed as a percentage.

Simulation methods

Insufficient data are available to define a hippocampal network of
truly realistic complexity. The computing resources do not exist to
simulate a realistic network on a scale appropriate to the in vivo rat
hippocampus. Compromises were necessary in both scale and
complexity. We constructed a network of 1024 pyramidal cells and
256 inhibitory cells, which could be simulated on a parallel
computer with sixteen nodes (processing units). There were fewer
interneuronal subtypes in the model than actually exist (Gulyés,
Miles, Héjos & Freund, 1993a; Buhl, Halasy & Somogyi, 1994),
and the interconnection topology is undoubtedly oversimplified.
The principles of the simulation are described in other papers: (1)
most of the synaptic network simulation ideas are in Traub et al.
(1995); (2) simulating a network of interneurones connected by gap
junctions is described in Traub (1995); and (3)interneurones
connected by GABA ,-ergic ‘synapses’ are described in Whittington,
Traub & Jefferys (1995a). The following section describes what is
specific to the present simulations.

Structure and intrinsic properties of individual neurones. Both
model pyramidal cells and interneurones have branching dendrites,
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a soma and axon initial segment, and a short (4-compartment)
stretch of axon. Model pyramidal neurones are intrinsically
bursting cells, where bursts develop through interaction between
predominantly perisomatic sodium conductance (gy,) and
predominantly dendritic high-threshold calcium conductance (gg,)-
Details are as in Traub, Jefferys, Miles, Whittington & Té6th (1994),
with the exception that the after-hyperpolarization conductance
(9x,,p) density has been decreased 25%. Model interneurones are,
so far as intrinsic properties go, repetitively firing cells with little
adaptation. We did not attempt to simulate the intrinsic oscillatory
properties or burst properties recorded in some interneurones.
Model interneurones have electrically excitable dendrites, in order
to replicate the in vitro experimental observation that a single
excitatory synapse, located in a dendrite, can evoke a short-latency
action potential (Gulyss, Miles, Sik, T6th, Tamamaki & Freund,
1993b; Sik, Tamamaki & Freund, 1993). As a consequence, the
interneurone model predicts that under certain conditions action
potentials may be initiated in dendrites, contrary to what appears
to occur in pyramidal neurones (Traub et al. 1994; Spruston,
Schiller, Stuart & Sakmann, 1995). Details of the interneurone
model are given in Traub & Miles (1995).

Classification of model interneurones. As the model
interneurones have identical intrinsic properties, they are classified
according to their axonal distribution and postsynaptic actions.
We consider that there are four types. (1) ‘Chandelier cells’ contact
the initial segment of pyramidal cells, as well as the dendrites of
interneurones (see below). The ‘GABA,’ postsynaptic conductance
has a decay time constant, 7g,p,,, of 10-13 ms. There are thirty-
two chandelier cells. (2) ‘Basket cells’ contact, on pyramidal cells,
the soma and those five dendritic compartments connected to the
soma. They also contact interneurone dendrites. Default 7¢,p,, is
10 ms. There are sixty-four basket cells. (3) ‘Dendritic’ cells each
contact four apical dendritic compartments in pyramidal cells,
centred 180 um from the soma, with 75,5,, 50 ms (Pearce, 1993;

Traub et al. 1994). At this stage of the model dendritic cells do not
contact interneurones, owing to lack of data on this particular
postsynaptic action. There are thirty dendritic cells. (4) ‘GABAg’
cells each contact the sixteen pyramidal apical dendritic
compartments that are centred 2240 um from the soma. They
also contact interneurone dendrites. The time course of the
unitary GABA conductance was as described in Traub et al. 1994.
There are 128 GABAy cells. Presynaptic GABA receptors were
not simulated.

Synaptic connectivity: dendritic location. Pyramidal—
pyramidal synapses can occur either onto one of eight basilar
dendritic compartments centered 35 gm from the soma, or onto one
of twenty-four apical dendritic compartments centered
125-300 um from the soma. Pyramidal->interneurone synapses
can occur on short dendrites 75 gm or more from the soma, or on
the longer dendrites 175um or more from the soma.
Interneurone—>interneurone connections are located on the most
proximal dendritic compartments. As the electrotonic length of
interneuronal dendrites is short (Thurbon, Field & Redman, 1994),
the precise location of these synapses is unlikely to be critical.

Synaptic connectivity: number of release sites. For
interneurone—>pyramidal connections, the number of release sites
depends on the type of the interneurone, as described above. For
all other synaptic connections (that is, pyramidal->pyramidal,
pyramidal—>interneurone, and interneurone—>interneurone), there
is a single ‘release site’, in the sense that the connection is made to
precisely one compartment of the postsynaptic neurone.
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Synaptic connectivity: topology. Each pyramidal cell is
contacted by thirty-two other randomly chosen pyramidal cells
(connection probability = 32/1024 = 0:03125). Each interneurone
is also contacted by thirty-two randomly chosen pyramidal cells, a
low degree of connectivity (Miles, 1990). Each pyramidal cell is
contacted by fifty interneurones, randomly chosen but subject to
the constraint that there are ten presynaptic chandelier cells,
twenty basket cells, ten dendritic cells and ten GABAG cells. Each
interneurone is contacted by all ninety-six basket—chandelier cells
(motivated by the estimate that a basket cell could contact as
many as sixty other basket cells (Sik, Pentonnen, Ylinen &
Buzsdki, 1995)), as well as ten randomly chosen GABAg cells. The
simulations of the behaviour of the ninety-six interconnected
basket—chandelier cells were repeated using a network of only
sixteen interneurones with all-all connectivity; the results were
qualitatively similar to those reported here.

Postsynaptic action. The time courses of inhibitory conductances
are given above. Pyramidal—>pyramidal connections engage both
‘AMPA’ and ‘NMDA’ conductances having the form of a
conductance scaling constant x a function of time (f(t)) (and of
[Mg2+] and membrane potential for the NMDA conductance). The
pyramidal->pyramidal f(t) for the AMPA conductance is te””*
(¢t in milliseconds); for the NMDA conductance, f{t) is te”** for the
first 5 ms, followed by exponential decay with a time constant of
150 ms. The voltage and Mg®* dependence of the NMDA
conductance are as in previous publications (Traub, Whittington &
Jefferys, 1994), using a default Mg®* concentration of 2 mm.

Pyramidal—interneurone connections also engage AMPA and
NMDA conductances, of faster time course than on pyramidal
cells. The AMPA conductance is here proportional to te™* and the
NMDA conductance decays with a time constant of 60 ms
(Peronansky & Yaari, 1993).

Conductance scaling constants. These parameters were often
varied in different simulations, but we shall list the ‘default’ values.
For AMPA conductances on pyramidal basilar dendrites, the value
was 3 nS, and for apical dendrites 6 nS. Note that the standard
conductance time course f(t) has a maximum value of 0736, so a
unitary EPSC peaks at 2:21 or 442 nS; those are the dendritic
conductances, which are higher than estimates from the soma
during a voltage-clamp experiment. For NMDA conductances on
pyramidal basilar dendrites, the scaling parameter was 10 nS, and
on apical dendrites 8:0 nS. These pyramidal cell AMPA and NMDA
conductances allow bursting to spread from neurone to neurone
(Miles & Wong, 19874), and allow after-discharges to occur during
GABA, blockade (Traub, Miles & Jefferys, 1993). For AMPA
conductances on interneurones, the scaling parameter was up to
8 nS, and for NMDA conductances 2 nS. The GABA, conductance
on pyramidal cell initial segments was scaled by 1-5 or 2 nS; the
basket cell-induced conductance was scaled by 3 or 4 nS (over all the
postsynaptic compartments — i.e. the conductance was distributed
over several compartments in proportion to their surface area); the
dendritic GABA , conductance was scaled by 2:25 or 3 nS (over all
the dendritic compartments). The pyramidal cell GABAg
conductance was scaled by 0-5nS over all the possible dendritic
compartments. With the above inhibitory conductances, the
network did not spontaneously generate epileptiform discharges.
Interneurone—interneurone GABA, conductances were usually
scaled by 0:5nS. The interneurone—interneurone GABAg
conductance scaling parameter could range from 0 to 3:0 nS.
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Equilibrium potentials for synaptic conductances were as follows:
60 mV positive to rest for EPSPs; —15 mV relative to rest for
IPSPs on pyramidal cells and GABA, IPSPs on interneurones;
and —25 mV relative to rest for GABA IPSPs on interneurones.

Postsynaptic conductances induced by trains of presynaptic
action potentials. The general scheme is as described by Traub et
al. (1995), except that here — for the sake of simplicity —
interneurone-induced conductances do not facilitate or depress.
Pyramidal cell-induced conductances first facilitate and then
depress in a time-dependent way as outlined by Traub et al.
(1995). The appropriately scaled and time-shifted unitary
conductances are then added together to give the postsynaptic
conductance. Finally, for certain conductances, a saturation rule is
applied that maintains a maximum synaptic conductance for each
compartment. Specifically, AMPA conductances per compartment
cannot exceed 5 nS on pyramidal basilar dendrites or 15 nS on
pyramidal apical dendrites; NMDA conductances per compartment
on pyramidal basilar dendrites can not exceed 5 or 25 nS on apical
dendrites; AMPA conductances per compartment on interneurones
cannot exceed 8nS or NMDA conductances 5nS; GABAg
conductances per compartment on pyramidal dendrites cannot
exceed 0°15 nS. These parameters are somewhat arbitrary, but
were chosen to be large enough to allow synchronized after-
discharges to occur, and small enough to maintain numerical
stability.

Synaptic noise was generated by ectopic axonal action potentials
(Traub et al. 1995). Mean intervals between ectopic spikes in a
given axon were 1 s for interneurones and 5 s for pyramidal cells.

Gap junctions occurred between dendrites of GABAg cells, with
an average of two junctions per cell, and a junctional resistance of
150 MQ. The gap junctions were non-rectifying and were
permitted in six different compartments centred at 175 or 225 um
from the soma. At most, one gap junction could occur on a
particular compartment of a particular cell. Inclusion of the gap
junctions was motivated by the occurrence of large GABAjg-
dependent potentials in media containing 4-AP together with
blockers of AMPA, NMDA and GABA, receptors (Michelson &
Wong, 1994; Traub, 1995).

Computing details. Programmes were written in FORTRAN
augmented with parallel instructions and run on parallel
computers: either IBM SP1s at the T. J. Watson Research Centre or
an IBM SP2 at the Maui High Performance Computing Center. The
parallel environment was euih and poe on the SP1, and poe alone on
the SP2. The approach to simulating this type of network on a
parallel computer is described elsewhere (Traub et al. 1995; Traub,
1995). The present network was partitioned among sixteen nodes as
follows: sixty-four pyramidal cells per node and sixteen
interneurones per node, with the GABAy cells on the ‘high’ nodes.
Each node contains an identical copy of the synaptic and gap
junctional ‘wiring diagram’. In this way, simulations of
interneuronal network activity with GABAp, receptors blocked could
be run on only the ‘lower’ eight nodes. In addition, only five
pyramidal cells per node were used in the simulations when
synaptic excitation was blocked, such pyramidal cells serving to
register the output of the interneurone networks rather than to
generate output themselves. Simulations on eight nodes, with five
pyramidal cells per node, took about 5 h of elapsed time per second
of neuronal time. Simulations of the full network on sixteen nodes
took about 21 h of elapsed time per second of neuronal time.
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RESULTS

Parameters controlling the gamma rhythm

The three parameters examined were: (a) in simulations,
the mean driving current to interneuronal somata (using a
uniform distribution across the ninety-six-member
basket—chandelier population, and a range of 0:01 nA);
while in experiments, the glutamate dose was titrated;
(b) 7gaga, (the time constant of GABA, IPSC decay at
interneurone—>interneurone connections); and (c) the
conductance of the unitary GABA, IPSC at
interneurone—»interneurone connections. Each of these
three parameters was investigated experimentally using
pressure ejection of glutamate (see Methods).

Dependence of network frequency on driving current
In the model, network frequency depends linearly on the
driving current (Fig. 1). In the hippocampal slice, in the

absence of ionotropic glutamate and GABAg receptor-
mediated events, network frequency (measured in

Hippocampal gamma rhythm 475

pyramidal cells) depends upon the duration of glutamate
application, presumably determining the degree of
activation of metabotropic glutamate receptors (Fig. 1,
inset). Interestingly, in the experiment, network frequency
first increases with glutamate pulse duration, then declines.
The simplest explanation for this is that longer applications
of glutamate activate increasing numbers of interneurones
(hence increasing inhibition between the interneurones), as
well as providing greater stimulation to a subset of
interneurones. Such a spatial non-uniformity of drug
action is not simulated in the model. The frequency decline
might also reflect heterogeneity in metabotropic receptor
types and/or actions (see Discussion).

Dependence of network frequency on 7g,pa,

In Fig. 2, we replicate an earlier result (Whittington et al.
1995a) that interneurone network frequency declines with
increasing 7,p,,. In the experiment, thiopental was used
to prolong 75,54, 88 measured in stratum pyramidale—
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Figure 1. Dependence of interneuronal gamma oscillation on driving current

A, we simulated the subnetwork of 96 basket—chandelier interneurones, with all-all synaptic (GABA ;-
mediated) connectivity. The range of driving currents across the population was 0:01 nA for each
simulation. With 74,5,, fixed at 10 ms, network frequency increased from about 25 to over 70 Hz as the
driving current was increased. Inset demonstrates the effect of increasing amounts of glutamate applied
to the stratum pyramidale of the hippocampal CA1 region in vitro. Glutamate was applied by pressure
ejection of 10 mM L-glutamate in ACSF containing drugs to block ionotropic glutamatergic transmission
and GABAy receptor-mediated transmission (see Methods). Oscillation frequency was measured in CA1
pyramidal cells voltage clamped at —40 mV, using autocorrelation as described in Methods. Data are
expressed as means + s.E.M. (n = 6). Maximum evoked frequency was 49 + 3 Hz. B, example current
oscillations for the inset in A. In this and the next 3 figures, experimental data were low-pass filtered at

1 kHz and digitized at 2 kHz.
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oriens interneurones. The model network is able to oscillate
at lower frequencies than in the previous study, possibly a
consequence of the higher network connectivity now used.
The fit of the model to experiment is good, although
increasing 74,54, still does not cause the model to generate
stable oscillations at frequencies as low as can be obtained
experimentally. At higher doses, however, an appreciable
effect of thiopental on IPSC conductance is seen, as well as
an effect on 75,p,,, causing a further decrease in
oscillation frequency for a given 74,54, . The example traces
demonstrate the type of IPSC train seen in control
conditions (a) and in the presence of thiopental (b), the
corresponding frequencies being 38 and 17 Hz.

Dependence of network frequency on GABA ,
conductance

This parameter was measured in stratum pyramidale
interneurones and was manipulated experimentally by:
(a) using increasing concentrations of bicueulline to decrease
the parameter; and (b) increasing concentrations of
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diazepam to increase the parameter. Again, the fit of model
to experiment is good (Fig. 3), with only a few experimental
data points lying below the best-fit line in the presence of
diazepam. These points probably reflect the ability of
diazepam to increase 7Tg,p,, as well as increasing
conductance (about 14% increase in 7g,p,, at 20 Hz
population frequency).

Minimum network frequency

When 7g,p,, is fixed in the 9-13 ms range, the network
(simulated and experimental) does not oscillate at
frequencies much below about 20 Hz, even as driving
current or GABA , conductance are manipulated (Figs 1, 3
and 4). The reason can be understood as follows. Suppose
Tgapa, = 10 ms. With a network frequency of 20 Hz
(period, 50 ms =5 X 7g,p,,), at the end of a period the
compound IPSC will be reduced by a factor of e°, or 148-
fold. Such a small residual IPSC will not be able to entrain
the population, and the network oscillation will not be
stable. This argument, however, is not sufficient to predict
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Figure 2. Dependence of interneuronal gamma oscillation on GABA , time constant

A, simulations (@) as in Fig. 1, but with driving currents fixed and 7¢,5,, varied. Experimental data (O)
were obtained from 2 stratum pyramidale interneurones, recording in voltage clamp (holding potential,
—40 mV), using pressure ejection of L-glutamate as in Fig. 1. Paired measurements of IPSC train
frequency and 7g,p,, Within each train were made during the wash-in of 2-20 um thiopental.
(Recordings taken in ACSF with drugs to block ionotropic glutamate and GABAy, receptor transmission,
see Methods) Network frequency decreased as 7g,p,, increased, as shown before (Whittington et al.
1995q). B, example IPSC trains with autocorrelation analyses in the absence of thiopental (a) and during

wash-in ().
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quantitatively what the minimum frequency will be in a
particular case: the speed with which entrainment is lost
will also depend on the dispersion of driving currents, and
on the amount of noise.

Phasic input to the interneurone network

A prediction of Fig. 1 is that if the driving currents to an
interneuronal network vary slowly enough, and if the
currents stay above a threshold value, then the network
should produce an output whose frequency is time
dependent. Figure 4 illustrates an example of this. The
simulation was performed with recurrent excitation and
GABA receptors blocked, and without drive to the
dendritic GABA, cells. In the simulation (Fig.44), the
driving current to each basket—chandelier cell began in the
range 0-34-0'40 nA, decaying exponentially (time
constant 350—375 ms) to final values of —0:06 to 0:0 nA.
The initial network frequency is about 75 Hz, and the last
interval where there is detectable synchrony has a
frequency of 22 Hz, consistent with the data above. In the
experiment (Fig. 4B and C), oscillations were induced in a
hippocampal slice (bathed in NBQX, 20 um; CPP, 20 um;
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20H-saclofen, 0-2 mM; and ACPD, 20 um), by electrical
stimulation using a nearby stimulating electrode. Synaptic
(GABA ,-induced) currents were recorded, in single-
electrode voltage clamp, from a CA1 stratum pyramidale
interneurone. The interneurone was physiologically
identified (see Methods). The stimulus generates a
monosynaptic IPSC followed by a train of smaller IPSCs.
Again, the frequency declines with time, with the last well-
defined frequencies lying between 17 and 20 Hz. The
decline in power with time (Fig. 4C) is not surprising
because, as the interneurones slow their firing rates, they
are expected to fire out of phase with one another (see
argument above).

The simulation of Fig. 44 predicts that a pyramidal cell —
tonically excited — fires on the depolarizing peaks of the
synaptically induced waves, as expected. Thus, the phase
lag between pyramidal cell firing and interneurone firing is,
on average, zero — a consequence of the fact that pyramidal
cells and interneurones are ‘clocked’ by the same network
IPSCs. This result is consistent with in wvivo observations
(Fig. 10 of Bragin et al. 1995).

AN AN, [ 200 pA
50 ms

25 50 75

25 50 75
1 1 '
25 50 75

Time (ms)

Figure 3. Dependence of interneuronal gamma oscillation on GABA , conductance (ggapa,)

A, we simulated (@) the subnetwork of 96 chandelier—basket cells, with all-all synaptic (GABA ,-
mediated) connectivity, as in Fig. 1. The range of driving currents was 0-15 to 0:16 nA for each
simulation, and 7,p,, Was 13 ms. Experimental points (O) are the principal frequency of oscillation in
trains of IPSCs in stratum pyramidale interneurones after pressure ejection of L-glutamate (10 mm),
plotted against GABA conductance estimated from the size of monosynaptic IPSCs evoked while the cell
was held at —40 mV (recordings taken in ACSF with drugs to block ionotropic glutamate and GABAg
receptor transmission, see Methods). GABA , conductance was increased by bath application of diazepam
0-05-0-5 um, and decreased by bath application of bicuculline 0-5-50 gm. The large filled circle with
error bars represents mean + s.E.M. of oscillation frequency in control conditions (n= 6 observations).
B, example recordings and autocorrelation analyses in the presence of 3 uM bicuculline (a), in controls (),

and in the presence of 0-5 uM diazepam (c).
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Figure 5 illustrates a simulation in which the driving
current to the basket—chandelier cells is sinusoidally
modulated (period 200 ms), with a spread of 10% across
the population in peak driving current amplitudes. The
somatic potentials of eight basket cells are shown
superimposed. The model can thus account for synchronized
gamma-frequency oscillations that occur in short runs, in a
pattern similar to that observed experimentally (Ylinen et
al. 1995b). Note that action potential synchrony is
diminished at the end of some of the runs (2nd and 3rd in
Fig. 5).

Gamma oscillations following synchronized
pyramidal cell bursts in vitro

Up to this point, we have simulated gamma oscillations by
applying tonic, or slowly varying, depolarizing currents to
basket—chandelier interneurones; the oscillation then
emerges by virtue of the mutual GABA, synaptic
interactions in the interneuronal pool (Whittington et al.

e-cell

i-cell

/
/

5 mV

40 mV
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1995a). It seems possible that a transient gamma oscillation
might emerge from: (a) an NMDA receptor-mediated
excitation of the interneurone pool, given that NMDA
receptors exist on interneurones (Sah et al. 1990; Traub et
al. 1994) and gate currents with relatively slow time course
(7 about 60 ms — Perouansky & Yaari, 1993); or (b) a
metabotropic glutamate receptor-mediated excitation of
the interneurones (Miles & Poncer, 1993; McBain, DiChiara
& Kauer, 1994; Poncer, Shinozaki & Miles, 1995), a type of
synaptic action not explicitly included in our network
model.

In order to address this question, we simulated burst
synchronization induced in three different ways: (a) partial
blockade of GABA, receptors (Miles & Wong, 1987a);
(b) an increase in the amplitude and duration of pyramidal
cell EPSCs, along with ectopic axonal action potentials, in
an attempt to replicate some of the actions of 4-AP (Traub
et al. 1995); (c) partial blockade of AMPA receptors on

Power (uV?)

Frequency (Hz)

Figure 4. Response of the network when interneurones receive a transient stimulus

A, simulation. An exponentially decaying current was injected into the basket—chandelier interneurones,
stimulus parameters as in the text. Recurrent excitation and GABAg were blocked. The basket—chandelier
cell network generates an oscillation of gradually decreasing frequency until synchrony is lost; the last
2 intervals where there is synchrony (arrowheads) correspond to 38:5 and 22 Hz. We plot an average
somatic voltage of 8 pyramidal cells (‘e-cells’) and 16 basket cells (‘i-cells’). One of the pyramidal cells
receives a constant ‘afferent’ input (18 nS into proximal apical dendrites) that causes it to fire. Note that
pyramidal cell action potentials and interneuronal action potentials are tightly phase locked with zero
phase difference, a result of the fact that both neuronal populations are ‘clocked’ by the same IPSPs.
B, experimental oscillations measured in an interneurone following electrical stimulation in the presence
of 20 uM ACPD (together with drugs to block ionotropic glutamate and GABAy receptor transmission, see
Methods). Monosynaptic, maximal IPSC is truncated for clarity of the IPSC train (note different time
scale from simulation in A). Maximum frequency was 46 Hz, minimum frequency terminating the IPSC
train was 17 Hz. C, power spectrum analysis of trace in B (400 ms window) taken every 100 ms along the
trace, to demonstrate both the decrease in power of the oscillation and the slowing of frequency.
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Figure 5. Simulated network response of basket—chandelier cells to a driving current

sinusoidally modulated at theta frequency (5 Hz)

Superimposed somatic potentials of 8 basket cells are plotted, demonstrating synchrony of gamma-
frequency firing in bursts, alternating with intervals of hyperpolarization (compare Ylinen et al. 19955).
Driving currents to the neurones were, in nA, I x sin ((2 #t)/200), where I varied from 0-30 to 0-33 for

different cells, and ¢ isin ms. 75,5, , was 13 ms.

interneurones (‘interneurone disconnection’: Sloviter, 1991 ;
Whittington & Jefferys, 1995). In all three cases, it was
possible to obtain a transient gamma oscillation following
the synchronized burst, but with partial GABA, blockade,
the gamma activity was sensitive to parameter choice. The
reason is that, for the gamma activity to occur, the
interneurones must be driven by the synchronized firing of
a sufficient number of pyramidal neurones. This requires,
in turn, sufficient reduction of GABA, conductances. On
the other hand, excessive reduction of GABA , conductances

Figure 6. A gamma-frequency tail,

dependent on NMDA receptor activation of
interneurones, follows simulated 4-AP-

induced synchronized bursts

The actions of 4- AP were simulated by increasing

T ampa 8 e—>e (pyramidal cell—>pyramidal cell)

connections from 2 to 4 ms; see also text. The

gamma tail appears as partially synchronized

action potentials in the i-cell (interneurone)

population following the burst, at frequencies B
40-46 Hz, and as an undulating ripple in the
pyramidal cell voltage (arrowheads in A, absent
in B). Parameters in B identical to A except for
blockade of NMDA receptors. Note the prominent
high-frequency rippling in the i-cell signal during
the synchronized burst. Average somatic
potentials of 16 pyramidal cells (‘e-cells’) and

16 interneurones (‘i-cells’) plotted. Ectopic axonal
spikes occur, on average, one every 5 s per
pyramidal cell axon.

prevents the interneurones from synchronizing with each
other (in the gamma frequency range), and also prevents
observation of the oscillation in pyramidal cells. Partial
blockade of pyramidal -cell—>interneurone synapses
(without also blocking pyramidal—>pyramidal synapses) is
difficult to obtain in the acute in wvitro slice, although
tetanic stimulation may achieve this effect transiently
(Miles & Wong, 1987b). We shall therefore concentrate on
the 4- AP experimental model.

125 mv
e-cells
i-cells Ismv
NMDA receptors blocked
§25 mv
e-cells
i-cells fsmv
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4-AP + D-APS + L-AP3

100 ms
v  4-AP + D-APS 4-AP + L-AP3
v

Figure 7. Gamma-frequency tails following 4-AP-induced synchronized bursts in CA3 region
in vitro

Example traces recorded from the CA3b/c pyramidal cell region. Cells were maintained at the resting
membrane potentials (see Methods). 4, tail of gamma activity following a synchronized burst induced by
4-AP (70 um). B, gamma activity remains under NMDA receptor blockade by p-AP5 (50 um). Incidence
of these gamma tails was slightly reduced (Fig. 8). C and D, blockade of metabotropic glutamate receptors
by L-AP3 (0-2 mM) suppresses the gamma activity, both in the presence and absence of NMDA receptor
blockade. Signals were low-pass filtered at 2 kHz and digitized at 5 kHz.
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Figure 8. Incidence (M) and frequency ([J) of gamma tails following 4-AP-induced
synchronized bursts: metabotropic glutamate receptor blockade, but not NMDA receptor
blockade, suppresses the tail

Gamma-frequency tails followed the 4-AP-induced synchronized bursts in 71 £+ 5% of examples. The
mean frequency of these rhythms was 41 + 2 Hz. Gamma-frequency tails were still present following
blockade of NMDA receptors by 50 um p-AP5, although there was a slight decrease in their incidence to
55+ 7% (P> 005). The gamma-frequency tails were almost entirely abolished by blockade of
metabotropic glutamate receptors by L-AP3 (0-2 mm; P < 0-02). Under these conditions, only 13 + 6% of
bursts were followed by gamma-frequency tails, the mean frequency of the rhythms being reduced to
31 + 1 Hz (P < 0-05). This suppression of the gamma-frequency tails also occurred in the absence of
NMDA receptor blockade, shown by the addition of L-AP3 alone (P < 0:0001).

J. Physiol.493.2
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Figure 64 illustrates a simulation of a 4-AP-induced
synchronized burst (see also Traub et al. 1995). During the
synchronized burst itself, interneurones exhibit a large
underlying synaptic depolarization and fire at high
frequencies. Immediately after the synchronized burst,
however, interneurones generate a partially synchronized
network oscillation at 40-46 Hz, a result of the delayed
excitation produced by pyramidal cell firing. This network
oscillation is a result, in the model, of NMDA receptor-
mediated excitation of the interneurones (Fig. 6B), and the
interneurone network oscillation induces rhythmic

membrane fluctuations in the pyramidal cells (arrowheads
in Fig. 64).

Such a membrane oscillation at gamma frequency was also
observed experimentally in the pyramidal cell after-
potentials following 4-AP-induced synchronized bursts
(4-AP 70 pum), with mean frequency 41 + 2Hz (n=7T;
Figs 7A and 8). Unlike the model, the experimental
oscillations were not blocked by NMDA receptor blockade
(p-AP5, 50 M, Figs 7B and 8). There was a decrease in
the mean incidence of oscillation following »-AP5
application, but this was not significant (P> 0-05, » = 6).
On the other hand, the non-specific metabotropic glutamate
receptor blocker L-AP3 (02 mM), in combination with
D-AP5 (50 um), significantly reduced the incidence of the
gamma ripples (Figs 7C and D and 8; P < 0-01, comparison

n
=]
=]
3
o

1mVv
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between oscillation seen in the presence of 4-AP and
D-AP5 with (n = 5) or without L-AP3 (n = 6)). L-AP3 alone
significantly decreased the percentage incidence of
oscillations from 71 + 5% (4-AP alone, n="7) to 14 + 3%
(4-AP 4+ L-AP3, n=7, P <00001). The competitive
metabotropic glutamate antagonist MCPG also significantly
decreased the incidence of oscillations to 25 + 5% (n =6,
P<00001). These data suggest that synchronized
pyramidal cell bursts may be followed by a transient
interneurone network oscillation, at gamma frequencies,
and triggered in part by metabotropic glutamate receptor
activation (as in in vitro experiments with ionotropic
glutamate receptor blockade, Whittington et al. 1995a).

Gamma oscillation following synchronized pyramidal
cell firing in vivo

Figure 9 illustrates, in recordings taken from the
hippocampus of awake behaving rats, two examples of
gamma oscillations following synchronized pyramidal cell
firing. The first example (Fig. 94) is a recording from a rat
4 days following a bilateral entorhinal cortex lesion, a
lesion leading to frequent sharp waves that often — as in
this example — occur in doublets. Single, but especially
double, sharp wave bursts could be followed by a gamma
‘tail’ (Fig. 94). Gamma ‘tails’ are also sometimes observed
following sharp waves in normal awake behaving rats
(G. Buzsdki, unpublished data).

B

2mVv

25 ms

Figure 9. In vivo recordings: gamma activity following sharp waves and during a paroxysmal

event

A, sharp wave (SPW, filled arrows) induced gamma oscillation in the CAl-dentate gyrus axis recorded
4 days after bilateral entorhinal cortex lesion. Note the high frequency (30—60 Hz) oscillatory tail (open
arrow) triggered by the SPWs. B, population spike-associated gamma oscillation and interneuronal
activity during paroxysmal event, induced by tetanic stimulation of the perforant path in an unlesioned
rat. Upper trace: filtered derivative (0-5-10 kHz) of wide band; bottom trace: 1 Hz—10 kHz extracellular
recording from the CA3c region of the hippocampus. The interneurone was physiologically defined as a
fast firing (>10 Hz) cell which followed tetanic (200 Hz) stimulation of the perforant path. Note that the
interneurone fired mostly on the positive part of the gamma oscillation (dashed lines). Recordings were
taken from awake, freely moving rats. Abbreviations: O, s. oriens; P, s. pyramidale; R, s. radiatum;

HF, hippocampal fissure.
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The second example (Fig. 9B) was recorded from the CA3
region of an unlesioned rat, following a 1 s 200 Hz train to
the contralateral fimbria-fornix, thereby inducing
paroxysmal events with large (up to 25 mV) population
spikes. An interneurone unit (the smaller unit in the upper
trace, which was filtered at 0-5-10 kHz) was physiologically
identified by its: (1) fast discharges (> 10 Hz) during theta
activity prior to the paroxysmal event, (2) ability to follow
200 Hz stimulating trains; and (3) ability to respond
repetitively to single-pulse commissural stimulation.
During the paroxysmal event, pyramidal cells fired
exclusively in association with the population spikes (not
shown). Interneurones, on the other hand, fired both before
and after the population spikes. As shown in Fig. 9B, the
action potentials of the illustrated interneurone were
tightly phase locked to extracellular gamma activity.

DISCUSSION

We have previously described a synchronized inhibitory
neuronal oscillation, arising through mutual GABA,
receptor-mediated inhibition in networks of commonly
excited interneurones (Whittington et al. 1995a). Let us call
this oscillation ‘interneuronal network gamma’, even
though the frequencies involved extend into the ‘beta’ range
(around 20 Hz). We showed, in the CAl region of rat
hippocampal slices, that interneurone network gamma did
not require phasic synaptic input from pyramidal neurones,
that interneurone network gamma could be evoked by
metabotropic glutamate receptor activation, and that
interneurone network gamma was suppressed by GABAg
receptor activation. A primary purpose of the present
study was to further define the mechanisms involved in
interneurone network gamma, particularly those regulating
its frequency, and to study when interneurone network
gamma can occur in larger networks containing pyramidal
cells as well as interneurones. Our data suggest the
following properties of interneurone network gamma.

(1) The frequency of gamma oscillations can be regulated
by a number of factors (Figs 1-3), including: (a) the time
constant of GABA, IPSCs on interneurones (as previously
shown, Whittington et al. 1995a); (b) the amplitude of
IPSCs on interneurones; and (c) the driving currents to
interneurones. The latter factor is not straightforward to
analyse experimentally, possibly because of competing
effects of different metabotropic glutamate receptor
subtypes (Poncer et al. 1995), or of multiple ‘downstream’
effects produced by activation of a single receptor subtype.
Spatial inhomogeneities of glutamate action on the
interneurone population must also be considered.

(2) When 7g,p,, is held constant, there is a minimum
stable interneurone network gamma frequency. When
Tgapa, is 10 ms, this minimum frequency is about 20 Hz
with the other parameters we used (Fig. 4).
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(3) Interneurone network gamma frequency can be ‘tuned’
when driving currents vary slowly enough (Figs 4 and 5).
This property allows hippocampal interneurones to express
gamma and theta rhythms at the same time, with gamma-
generating cells firing in bursts (as occurs experimentally:
Buzséki et al. 1983; Bragin et al. 1995; Ylinen et al. 1995b).

(4) During interneurone network gamma, the firing of
pyramidal neurones and interneurones should occur with
zero (or small) phase-lag (Fig. 4). There is direct
experimental confirmation of this prediction (Fig. 10 of
Bragin et al. 1995).

(5) Interneurone network gamma can be evoked following a
synchronized pyramidal cell burst — provided that GABA
receptors are not excessively blocked. This model prediction
is supported by in vitro data using 4-AP as an
epileptogenic agent (Figs 7 and 8), and by in vivo data after
sharp waves and during paroxysmal events (Fig. 9).
Following a 4-AP-induced burst or following a physiological
sharp wave, the gamma activity is transient; this is unlike
the sustained ‘fast’ activity following hippocampal seizures
in vivo (Leung, 1987). While the model generates a gamma,
tail via NMDA receptor-mediated excitation of the
interneurone pool (Fig. 6), experiments suggest that
metabotropic glutamate receptor activation contributes,
and that NMDA receptor-mediated excitation might not be
critical for this phenomenon (Fig. 7). What is important in
the model is not the receptor type; rather, it is the
amplitude and slow time course of the putative slow EPSP
produced in interneurones by the synchronized firing of
pyramidal cells. It is interesting that L-AP3 reduced the
gamma tail following a 4-AP-induced burst, whereas
McBain et al. (1994) and Poncer et al. (1995), found that
L-AP3 did not block metabotropic glutamate receptor-
induced excitation of interneurones. The reason for this
apparent discrepancy is not clear, but perhaps it represents
a concentration effect: the frequency of spontaneous IPSCs
observed by Poncer et al.(1995) was less than 10 Hz, rather
than the > 35 Hz frequencies of gamma tails (Fig. 8).

Several important questions concerning interneurone
network gamma and its relation to theta rhythm remain
open. (a) Which particular interneuronal types are involved
in the generation of which rhythms (Gulyds et al. 1993;
Buhl et al. 1994; Sik et al. 1995)? (b) How exactly are the
respective interneuronal subpopulations driven? (c) What is
the role of subcortical structures (e.g. septal nuclei) in
giving rise to widespread gamma activity?

Conclusion

Much of the interest in gamma-frequency oscillations stems
from their proposed relevance to cortical information
processing (reviewed by Gray, 1994). Many of the
‘cognitive’ issues are difficult to address experimentally
involving, as they do, large aggregates of neurones in vivo.
A thorough understanding of the cellular mechanisms of
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gamma, oscillations, based on recordings in brain slices and
in animals, as well as on network simulations, is important
for cognitive questions. An understanding of the factors
involved in turning the rhythm on and off, in determining
its frequency, synchrony and temporal stability, should
provide tools for manipulating the rhythm in vivo, and
thereby better assessing its functional role (Buzsdki &
Chrobak, 1995).
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