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S2 Appendix: AMCMC details

The proposal distribution is a Gaussian centered at the current chain value with
covariance C;. The algorithm has two phases: During the non-adaptive period (prior to
v iterations), C; is adjusted if the fraction of (rejections since last scaled)/(total samples
since last scaled) is greater than 0.95 or less than 0.05, in which case the proposal
standard deviation is scaled down or up respectively by a chosen scale factor value.
During the adaptive period, C; is updated intermittently (every n, iterations) using a
recursive update shown below in Egs. [I] and
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where s is a parameter, I; is the identity matrix with dimension d, and €. is a
chosen small value.

We use sq = 2.4%2/d 1] and €. = 1 x 10710, Initial covariance for the one-parameter
case was Cy = 0.001, and for the two-parameter case was Cy = 0.0011,;. The covariance
is updated every n, = 100 iterations during the adaptive period.




Algorithm 1 AMCMC Algorithm

1: samples[0] < init_theta
2. rej =0,n=0,
3: for £k =0 to n_steps-1 do
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if £k =0 then
cov < init_cov
proposal_cov < init_cov
last_update < 1
else
if freq_adapt > 0 & (k+ 1)%freq_adapt = 0 & then
if k£ < na_period then
if rej/n > 0.95 then
Scale down proposal standard deviation by scale_factor
else if rej/n < 0.05 then
Scale up proposal standard deviation by scale_factor
end if
rej =0, n=20
else
Recompute covariance matrix recursively with data from
samples[last_update:last_update+freq-adapt]
last_update < last_update+freq_adapt
if cov is singular then
cov += (identity matrix)*cov_eps
end if
Scale proposal covariance by s_d
end if
end if
end if
Generate proposal theta.
if theta is within bounds then
Calculate likelihood, accept or reject based on Metropolis procedure.
else
Reject proposal.
end if
if Proposed theta is accepted then
samples [k+1]=theta

else
samples [k+1]=samples [k]
rej +=1

end if

n—+=1

41: end for
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