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Supplementary Methods

Optimal allocation

We first consider the two “edge” cases: (1) strict phagotrophy, and (2) strict phototrophy. First,

we identify the growth-maximizing strategies under the assumptions of strict investment. Sec-

ond, we identify cases under which these strategies are universally growth-maximizing.

Case 1: Strict phagotrophy: If an organism abandons photosynthesis (i.e., sets ↵P = 0), the

associated yield matrix Yphago becomes:

Yphago =

0

@
uCBB � r �r
uNBB 0

0 yGM

1

A (S1)

If bacterial stoichiometry (combined with mixotroph assimilation and growth efficiencies)

differs substantially from mixotroph stoichiometry, one of the elemental components (carbon or

nitrogen) may be excess. Thus, strictly phagotrophic (and strictly phototrophic) strategies are

not necessarily zero-waste strategies (though they will be zero-waste in either C or N ). Thus

we must consider two equalities:

ĝC = ĝG or ĝN = ĝG. (S2)

From the first equality, we can determine ↵V C , the investment in vacuoles that results in

zero carbon waste:

↵V C =
qGyGM + qCr

qCuCBB + qGyGM
. (S3)

From the second equality, we can obtain ↵V N , the vacuole investment that results in zero nitro-

gen waste:

↵V N =
qGyGM

qNuNBB + qGyGM
. (S4)



The maximum of these two ↵ values defines the phagotroph’s growth-maximizing invest-

ment strategy and identifies the elemental component that limits growth:

↵̃V = max(↵V C ,↵V N) , (S5)

↵̃P = 0, (S6)

↵̃M = 1� ↵̃V . (S7)

If ↵V C > ↵V N , growth is carbon limited, and if ↵V N > ↵V C , growth is nitrogen limited. We

define g̃CV and g̃NV as the corresponding per-biomass fluxes of carbon and nitrogen in a strict

phagotroph:

g̃CV = qC (uCBB↵̃V � r) (S8)

g̃NV = qNuNBB↵̃V . (S9)

The overall per-biomass growth rate g̃ will be:

g̃ = qGyGM (1� ↵̃V ) . (S10)

Case 2: Strict phototrophy: Alternatively, if the organism is strictly phototrophic, it will have a

yield matrix:

Yphoto =

0

@
uCLL� r �r
uNII 0
0 yGM

1

A , (S11)

an associated investment strategy:

↵̄V = 0, (S12)

↵̄P = max

✓
qGyGM + qCr

qCuCLL+ qGyGM
,

qGyGM

qNuNII + qGyGM

◆
, (S13)

↵̄M = 1� ↵̄P , (S14)



per-biomass C and N fluxes:

ḡCP = qC (uCLL↵̄P � r) (S15)

ḡNP = qNuNII↵̄P , (S16)

and growth rate:

ḡ = qGyGM (1� ↵̃P ) . (S17)

Rules for selecting special cases: There are three scenarios in which strict phagotrophy is

optimal:

• Phagotrophy has higher carbon and nitrogen yields. That is, uCBB > uCLL and uNBB >

uNII .

• The growth rate with the phagotrophic strategy is higher than the growth rate with the

phototrophic strategy (g̃ > ḡ) and

– either the phagotrophic strategy is carbon limited and phagotropy has higher carbon

yield than phototrophy (uCBB > uCLL),

– or the phagotrophic strategy is nitrogen limited and phagotropy has higher nitrogen

yield than phototrophy (uNBB > uNII).

In such cases, the optimal investment strategy ~↵⇤ = (↵̃V , 0, 1� ↵̃V ), and the per-biomass

growth rate is g⇤ = g̃ = qGyGM (1� ↵̃V ).

Similarly, there are three scenarios in which strict phototrophy is optimal:

• Phototrophy has higher carbon and nitrogen yields. That is, uCLL > uCBB and uNII >

uNBB.



• The growth rate with the phototrophic strategy is higher than the growth rate with the

phagotrophic strategy (ḡ > g̃) and

– either the phototrophic strategy is carbon limited and phototrophy has higher carbon

yield than phagotrophy (uCLL > uCBB),

– or the phototrophic strategy is nitrogen limited and phototrophy has higher nitrogen

yield than phagotrophy (uNII > uNBB).

In such cases, the optimal investment strategy ~↵⇤ = (0, ↵̄P , 1� ↵̄P ), and the per-biomass

growth rate is g⇤ = ḡ = qGyGM (1� ↵̄P ).

In all other cases, mixotrophy is optimal.

Case 3: Mixotrophy. We determine a mixotroph’s growth-maximizing investment strategy ~↵⇤

based on two assertions: (1) that, when ~↵ is fixed, the proportions of the three structures V , P ,

and M converge on ↵V , ↵P , and ↵M , respectively, over time, and (2) that a growth-maximizing

mixotrophic investment strategy is also a zero-waste strategy.

Assertion 1: Structure relative abundances converge on investment strategies. The dynamics

of the three mixotroph structures are given by:

dV

dt
= ↵V g (S18)

dP

dt
= ↵P g (S19)

dM

dt
= ↵Mg (S20)



where the growth rate g is determined by C, N , and G fluxes from each structure type:

gC = qC(uCBBV + uCLLP � r(V + P +M))

gN = qN(uNBBV + uNIIP )

gG = qGyGMM

g = min(gC , gN , gG) . (S21)

Let us assume that the proportion of digestive vacuoles in an organism is given by ⇢V , such

that:

⇢V =
V

V + P +M
. (S22)

Then,

V = ⇢V (V + P +M) . (S23)

Differentiating by time, we obtain:

dV

dt
= ⇢V

✓
dV

dt
+

dP

dt
+

dM

dt

◆
(S24)

dV

dt
= ⇢V (↵V g + ↵P g + ↵Mg) (S25)

dV

dt
= ⇢V g (↵V + ↵P + ↵M) . (S26)

Recalling that ↵V + ↵P + ↵M = 1, it is clear that the proportion ⇢V must equal ↵V to satisfy

the equality. We confirmed this assertion numerically (Figure S1).

Once the cell structures have converged on their relative proportions, the fluxes of each

component into the cell per unit organismal biomass are given by:

ĝC = qC(uCBB↵V + uCLL↵P � r) (S27)

ĝN = qN(uNBB↵V + uNII↵P ) (S28)

ĝG = qGyGM↵M , (S29)



and the per-biomass growth rate ĝ is the minimum of these.

Assertion 2: The growth-maximizing solution is the zero-waste solution. For an optimally

growing mixotroph, maximum growth rates should occur when ĝC = ĝN = ĝG. With an invest-

ment strategy that satisfies this equality, the mixotroph is balancing investments in C acquisition,

N acquisition, and growth factor production such that all three components are equally available

to support growth. This is a no-waste solution: there is no surplus of any component, and thus

growth rate is maximized. We confirmed this assertion numerically (Figure S2).
Equating the per-biomass growth fluxes of all three components gives us a system of three

equations with two unknowns (↵V and ↵P , since ↵M = 1�↵V �↵P ). We can solve algebraically
to find the growth-maximizing strategy ~↵⇤:

↵⇤
V =

qC(qGyGM (r � uCLL) + ruNIqN I) + qGyGMuNIqN I

qC(qGyGM (uCBB � uCLL) + qNB(uCBuNII � uCLuNBL)) + qGyGM qN (uNII � uNBB)
, (S30)

↵⇤
P =

qC(qGyGM (r � uCBB) + ruNBqNB) + qGyGMuNBqNB

qC(qGyGM (uCLL� uCBB) + qNB(uCLuNBL� uCBuNII)) + qGyGM qN (uNBB � uNII)
(S31)

↵⇤
M = 1� ↵⇤

V � ↵⇤
P . (S32)

This growth-maximizing strategy holds when ↵V ,↵P > 0.

MOCHA in a chemostat
To assess how mixotroph strategies change in response to dynamic feedbacks on the resource
environment, we simulated a mixotroph growing in a chemostat-like environment with a dilu-
tion rate D, an ambient light level L, inorganic nutrients I that inflow at a base concentration
I0, and bacterial prey B that inflow at a base concentration B0. For simplicity, we assumed that
bacteria do not grow independently in the chemostat (but note that this assumption does not
meaningfully change the conclusions of our analysis).

We assume that mixotrophs impact their resources in the following ways: First, they graze
down bacteria with an attack rate a. Thus, the dynamics of the bacteria are given by:

dB

dt
= D (B0 � B)� aV B, (S33)

where V is the amount (in biomass) of mixotroph vacuoles. The carbon and nitrogen acquisition
rates from the bacteria arise from the attack rate, with uCB = afC (where fC is the amount of
assimilated carbon per bacterium) and uNB = afN (where fN is the amount of assimilated
nitrogen per bacterium).

Second, the mixotrophs draw down inorganic nutrients through a similar dynamic:

dI

dt
= uNIIP, (S34)



where P is the amount (in biomass) of mixotroph plastids.
Third, the mixotrophs (and all other components in the chemostat) reduce the light field from

an input light level L0 following the Beer-Lambert law, with component-specific absorptivities
X :

L = L0 exp (�0 � V V � PP � MM � BB � II). (S35)

We model the mixotroph’s optimal strategy as described by the MOCHA model above, and
modify the dynamics of the mixotroph biomass pool to include dilution within the chemostat:

dV

dt
= ↵V g �DV (S36)

dP

dt
= ↵P g �DP (S37)

dM

dt
= ↵Mg �DM. (S38)

This formulation allowed us to simulate changes in the mixotroph’s strategy as its activity
fed back on resource availability. At the start of each numerical simulation, we initialized the
mixotroph with ~↵⇤ calculated based on initial resource availability (L0, I0, and B0), and with
initial abundances of V , P , and M proportional to the optimal strategy. We then simulated the
chemostat model forward in time until the system reached its asymptotic equilibrium. In our nu-
merical simulations (e.g., Figures S3-S4), we observed three scenarios in which the mixotroph’s
strategy was stable (i.e., no changes in ↵⇤

V , ↵⇤
P , and ↵⇤

M over a window of time). Each of these
stable periods is separated by a region of dynamic change in strategies and resource availability.

1. Initial phase of exponential growth (quasi-equilibrium). For a window of time during
initial resource drawdown, the mixotroph population grows exponentially. The optimal
strategy is identical to the initial strategy, as the mixotroph draws down resources propor-
tionally to its balanced C and N acquisition. V , P , and M grow at the same rate (the
mixotroph’s maximum growth rate) and remain proportional to the optimal investment
strategy.

2. Secondary phase of exponential growth (second quasi-equilibrium; not present in all sim-
ulations, but see Figure S4). In some cases, the mixotroph eventually alters the resource
landscape sufficiently that two strategies (typically one mixotrophic, and one strictly
phagotrophic or strictly phototrophic) become near-identical (i.e., the growth rates for
each strategy are growth-maximizing and typically within 10�4 of one another). In these
regions of resource space, the mixotroph has essentially found a discontinuity in strategy
space, and exhibits “bang-bang” dynamics as it oscillates between the two strategies (49).
The effect of this bang-bang control is that one of the mixotroph’s structures remains con-
stant over time, as resources continue to be drawn down. The system eventually enters a
period of transition before ultimately reaching steady-state dynamics.



3. Equilibrium (steady state). After sufficient time, the mixotroph reaches equilibrium, and
there is no longer any change in biomass or resource availability. At this point, the
mixotroph’s growth-maximizing investment strategy is also stable, although we note that
at this point the mixotroph’s growth rate is also by definition equal to the dilution rate
of the chemostat. As described by Klausmeier et al. (24, 25), under these circumstances,
the MOCHA algorithm of maximizing biomass is unlikely to be biologically realistic,
because a hypothetical population would, under these circumstances, be under selection
to maximize competitive ability by drawing down resources to their minimal level. Thus,
we do not consider this equilibrium outcome further.

Experimental data generation
We used data previously collected in our laboratory using eight isolates (a.k.a. “strains”) of 
Ochromonas (27). A full description of experimental methods is given in (27). Briefly, eight 
Ochromonas strains originally isolated from the Western North Atlantic (Strains 1392 and 
1393), the North Atlantic oligotrophic gyre (Strains 584, 590, 1148, 1150, and 1391), and 
the Western North Pacific (Strain 2951) were ordered from the National Center for Marine Mi-
croalgae and Microbiota (Bigelow Labs, USA). A culture of each strain was acclimated to one 
of seven light levels ranging from 0 to 150 µmol quanta m�2 s�1. After at least two weeks 
of acclimation time, growth, photosynthetic capacity, and grazing were assayed. All experi-
ments were conducted in triplicate. Growth rates were estimated as the slope of a linear model 
relating the natural log of population sizes (enumerated daily) over time. Photosynthetic ca-
pacity was assessed through chlorophyll extraction (quantifying chlorophyll per cell, a proxy 
for photosynthetic investment) and fluorescence methods (estimating electron transport through 
photosystem II, a proxy for photosynthetic carbon fixation rate). We used fluorescently la-
beled bacteria, offered to Ochromonas cultures at a range of different initial concentrations, 
to determine the Holling Functional Response (50), from which we estimated attack rates (a 
proxy for phagotrophic investment) and grazing rates at bacterial abundance in each culture 
(a proxy for the rate of phagotrophy). To link our resource acquisition rate measurements to 
Ochromonas growth, we used carbon and nitrogen cellular content estimates for bacterial (29) 
and Ochromonas (27) cultures grown in our lab. (Because our Ochromonas cultures are xenic, 
we corrected for bacterial contributions to carbon and nitrogen using data on mean bacterial 
cellular carbon and nitrogen content and bacterial abundance.)

While Barbaglia et al. (27) include two bacterial abundance treatments in their study, here 
we used only the data from the low (ambient) bacterial treatment, and excluded the high bacte-
rial treatment data. We made this choice for several reasons. First, the high bacterial treatment 
was created through the addition of a grain of sterile rice to each culture flask. (This is a fairly 
standard method for increasing organic carbon in the media, thus stimulating bacterial growth 
and increasing the food supply for bacterivorous protists like Ochromonas.) We wished to avoid 
confounding factors like undescribed changes to the relative composition of the bacterial com-
munity that would be created by this supplementation. Second, the low bacterial treatment is



more representative of bacterial concentrations in the ocean. Third, estimates of resource ac-
quisition rates via phagotrophy in the high bacterial regime suggested that Ochromonas in these
environments would need to rely very little on photosynthesis. Thus, in these experiments, the
presence of photosystems may have been more representative of a constraint on phenotypic
plasticity (e.g., the inability to fully eliminate photosystems) as opposed to evidence of a bal-
anced nutritional strategy. Because our focus was on the optimality of mixotrophy, we therefore
focused on the low-bacterial experiments.

Model fitting
To fit the model to the experimental data, we set up relations between the model quantities and
the experimentally observed quantities in Table S1.

Hereby we used that the allocation vector equals the steady state of relative organelle pro-
portions (as described before). The parameters wV , wP and wPI are quantities that describe
the relation between model quantities and observed quantities. We fit those parameters together
with the other model parameters in the likelihood function.

Before fitting the model, we fixed some of the parameters for which we had direct esti-
mates in order to reduce the number of free parameters. The fixed parameters and the (known)
environmental factors are shown in Table S2.

The parameters that need to be fit are shown in Table S3.

Likelihood function We estimate the parameter values by maximizing a likelihood function.
The approach is described in detail in Jager & Ashauer (45). We fit a separate set of parameters
for each strain of Ochromonas. Additionally, we fit a set of parameters for all data combined,
irrespective of the strain (to get a rough estimate of an ”average” Ochromonas strain).

We use the following four measured quantities: ⌦ = {attack rate, grazing rate, chloro-
phyll, photosynthesis rate, growth rate)}. For each measurement, we additionally know the
corresponding light level.

For each type of data ! 2 ⌦, we calculate the sum of squared differences between data and
model:

s! =
�!X

i=1

(x!,i � x̂!,i)
2 (S39)

where �! is the number of data points for this quantity, x!,i is the i’th data point and x̂!,i is
the corresponding model prediction, assuming that the allocation into the different structures is
optimal (given the light level at that data point).

The contribution of each type of data to the log-likelihood function is

`! = const! � �i

2
log(si) (S40)



Figure S1: Convergence of structure proportions on ↵ values. Solid lines represent simulated
trajectories of the relative abundances of vacuoles (magenta), plastids (green), and growth ma-
chinery (yellow) over time. (Relative abundance of, e.g., vacuoles is given by V/(V +P +M).)
Over time, the proportions of all three structures converge on their respective ↵ values (marked
with dashed horizontal lines in corresponding colors).

where const! is a constant that does not depend on the parameters and can be ignored for
optimization. The final log-likelihood function is

`total =
X

!2⌦

`! (S41)

We maximize this likelihood function to find estimates for the parameter values. The values
for uCB, uCL, uNB , and yGM are shown in Figure 3. The values for the other parameters are
saved in a spreadsheet online and can be found at https://zenodo.org/doi/10.5281/zenodo.13826163.
This spreadsheet also lists the bacteria densities B used in the experiments and the fitting for
each strain.

To confine the parameter space, we added the following constraints: 1  yGM  2, 5 ⇥
10�8  uCB  2⇥ 10�7, 7.5⇥ 10�8  uNB  3⇥ 10�7, 0.01  uCL  0.04, 0.01  wPL 
0.04, 3.6⇥ 10�6  wV  1.4⇥ 10�5, 20  wP  80.



Figure S2: Determining optimal investment strategies. Ternary plots show heatmaps of
growth rate as a function of the three-structure investment strategy (dark blue = slow or nega-
tive growth; yellow = fast growth). Lines indicate strategies that produce equivalence of growth
components: Solid lines represent ĝC = ĝN , dashed lines represent ĝC = ĝG, and dotted lines
represent ĝN = ĝG. Note that when strict phagotrophy or strict phototrophy are optimal, only
one of these equalities is true. The growth-maximizing strategy is at the convergence point of
the lines (or, in the cases of strict phagotrophy or phototrophy, where the non-optimal metabolic
investment is set to zero).



Figure S3: Mixotroph optimal strategies in a chemostat. We initialized our chemostat model 
with strategies and structural biomass assigned by MOCHA optimization based on initial re-
source values. Over an initial, exponential growth window (leftmost gray background, until 
t = 10), the mixotroph followed this strategy until resources were sufficiently depleted. This 
triggered a transition period (white background), before the mixotroph reached equilibrium 
(a.k.a. steady-state) dynamics (rightmost gray background, beginning at t = 45). Parameter 
values were L0 = 50, I0 = 10, B0 = 0.8x106, r = 1, yGM = 1, uCL  = 0.01, uNI  = 1, 
a = 0.000003, fC = 1,fN = 0.1,qC = qN = qG = 1, D = 0.2, X = 0.



Figure S4: Mixotroph optimal strategies in a chemostat with transition to strict phagotro-
phy. By decreasing the dilution rate of the chemostat (D = 0.1; all other parameters the 
same as Figure S3), we obtained a mixotroph that went through five distinct phases of growth 
in the chemostat. First (leftmost gray background), the mixotroph followed the initial strat-
egy, until reaching a transition point during which nutrients were depleted (first white back-
ground). In the second quasi-equilibrium (middle gray background), the mixotroph exhibited a 
“bang-bang” control, in which it alternated between mixotrophic and strictly phagotrophic in-
vestments, resulting in the maintenance of a near-constant amount of plastids in the chemostat. 
Over time, bacteria were sufficiently depleted until the mixotroph entered the second transi-
tionary phase (white background) when substantial depletion of the bacteria necessitated in-
vestment in a strictly phagotrophic strategy. This strict phagotrophy persisted as the mixotroph 
achieved steady-state (rightmost gray background), even as nutrients were replenished to input 
concentrations.
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Figure S5: Model fits for all strains. For each strain, we show how the model predictions 
(lines) change with the light level (µmol quanta m�2 s�1). Each strain panel shows the follwing. 
Top plot: optimal investments. Second row: chlorophyll per Ochromonas biomass (mgChl 
gC�1) and attack rate, a.k.a. “clearance rates,” in units of mL per Ochromonas biomass per day 
(mL gC�1 day�1). Third row: photosynthesis rate as carbon fixated per Ochromonas biomass 
per day (gC gC�1 day�1) and the grazing rate, a.k.a. “ingestion rates,” in units of bacteria per 
Ochromonas per day (CFU µgC�1 day�1). Final row: growth rate per day (day�1). The dots 
show the experimental data points to which we fit the model.



Figure S6: Increases in per-chlorophyll photosynthetic rates with light for the eight
Ochromonas strains used in this study. Data are from Barbaglia et al. (27), but have been
replotted here with linear trendlines. Although per-cell photosynthetic rates tend to be a satu-
rating function of light (which was also true in Barbaglia et al. (27)), this saturation coincides
with reductions in chlorophyll content per cell. Thus, in our data, the amount of light harvested
per photosystem remained a linear function of light intensity in almost all cases (but see likely
saturation of CCMP 1391; panel h).



Figure S7: Carbon production by strategy at the global scale. Because growth-maximizing 
strategies are zero-waste strategies, carbon production is proportional to growth (Figure 4F), 
with the highest production in temperate and polar latitudes and the lowest production in the
oligotrophic gyres. Production by plastids via photosynthesis was generally ⇡15-fold higher, 
such that >90% of mixotrophs’ C acquisition was via plastids. This percentage was slightly
higher in the oligotrophic gyres where low bacterial abundance reduced C and N uptake from 
bacteria despite high investments in digestive vacuoles. Results are from simulations based on 
an average Ochromonas strain.



Table S1: Relations between the model quantities and the experimentally observed quan-
tities.

Quantity Equation Units
Attack rate per biomass C wV ↵V mL�1 gC�1 day�1

Grazing rate per biomass C wV ↵VB CFU µgC�1 day�1

Chlorophyll per biomass C wP↵P mgChl gC�1

Photosynthesis per biomass C wPI↵P gC gC�1 day�1

Growth rate g = yGM↵M
1 day�1

1 This holds with optimal allocation.



Table S2: Fixed parameters used in model simulations.

Symbol Value Description Units Source
qN 10 C-N ratio of

Ochromonas
gC gN�1 (29)

qC 1 C-C ratio of
Ochromonas

gC gC�1 This holds trivially

qG 1 Quota for growth factor
of Ochromonas

gC day�1 This quota can be cho-
sen arbitrarily (it scales
the fit parameter yGM )

r 0.1 Basal respiration per C
biomass

gC gC�1 day�1 Within the range re-
ported in (51)

uNI 0 Nitrogen uptake param-
eter for plastids per C
plastid structure

L day�1 gC�1 Assumed to be
negligible

I 0 Inorganic nitrogen gN L�1 Irrelevant because inor-
ganic nitrogen cannot
be taken up (uNI = 0)

B approx. 106 Bacterial density CFU mL�1 Has been counted for
each strain (same for all
light levels)

L 0-150 Light intensity µmol quanta m�2 s�1 Fixed in experimental
design



Table S3: Parameters that are fit to experimental data.

Symbol Description Units
wV Maximal attack rate per C mL gC�1 day�1

wP Maximal chlorophyll per C mgChl gC�1

wPI Maximal per light photosynthesis for re-
lating to photosynthesis data C per C plas-
tid structure per light

gC gC�1 day�1 (µmol quanta m�2 s�1)�1

yGM Maximal growth rate in C per C growth
structure

gC gC�1 day�1

uCL Maximal per light photosynthesis for
model fluxes in C per C per light

gC gC�1 day�1 (µmol quanta m�2 s�1)�1

uCB Bacteria to carbon uptake parameter in C
per C vacuole structure per time and bac-
teria density

gC gC�1 day�1 (CFU mL�1)�1

uNB Bacteria to nitrogen uptake parameter in
C per C vacuole structure per time and
bacteria density

gN gC�1 day�1 (CFU mL�1)�1
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