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1 Twin contrastive learning

Twin Contrastive Clustering (TCL) is a machine learning method that utilizes
the principles of contrastive learning to enhance clustering performance, espe-
cially in tasks involving complex or high-dimensional data, such as images, or
text [3, 2]. In TCL, during the training phase, the backbone, instance-level con-
trastive head (ICH), and cluster-level contrastive head (CCH) undergo joint
optimization based on the following twin contrastive loss function:

Ltrain = Lins + Lclu (1)

Here, Lins represents the instance-level contrastive loss calculated using ICH,
while Lclu indicates the cluster-level contrastive loss computed with CCH.

Instance-level contrastive learning strives to maximize similarities among
positive pairs while minimizing those among negative pairs. Ideally, achiev-
ing clustering would involve defining within-class instance pairs as positive and
between-class instance pairs as negative. However, lacking prior label informa-
tion, we compromise by constructing instance pairs based on data augmenta-
tions. Specifically, positive pairs comprise samples augmented from the same
DNA sequence, while negative pairs include all other sample pairs. For a batch
of size N , we apply two types of data augmentations to each DNA sequence, si,
resulting in 2N augmented samples denoted as s̃1, s̃2, ..., s̃2i−1, s̃2i, ...s̃2N . Each
original sample si generates 2N − 1 pairs with the other samples. Among these
pairs, we consider the pair formed by si and its corresponding augmented sample
as positive, while considering the remaining 2N − 2 pairs as negative.

Prior to implementing instance-level contrastive learning, the features were
transformed into a subspace using a two-layer nonlinear MLP denoted as gI(·).
The InfoNCE loss [1] is utilized to optimize pairwise similarities, as defined by
the following equation (suppose s̃i forms a positive pair with s̃j):

li = − log
exp(sim(zi, zj)/τI)∑2N

k=1 1k ̸=i exp sim(zi, zk)/τI
(2)

where zi = gI(Xsi), sim is pair-wise similarity measured using cosine distance,
and τI is the instance-level temperature parameter to control the smoothness of
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the probability distribution. The instance-level contrastive loss is an average of
the above loss over the 2N samples in the batch:

Lins =
1

2N

2N∑
i=1

li (3)

When a sample is mapped into a subspace with dimensions equal to the
number of clusters, the i-th component of its feature denotes the likelihood of it
belonging to the i-th cluster. If the desired number of target clusters is denoted
as C, similar to the instance-level contrastive head, we employ another two-layer
MLP gC(·) to transform the features into a space of dimensionality C. Let Y =
{y1, y3, ..., y2N−1} ∈ RN×C be the cluster assignment probabilities of the batch
(of size 2N) under the weak augmentation T , and Y

′
= {y2, y4, ..., y2N} ∈ RN×C

be the cluster assignment probabilities under the strong augmentation T
′
, where

yi = gC(Xsi). The columns of Y and Y
′
correspond to the cluster distributions.

We denote the i-th column of Y as ŷ2i−1 and the i-th column of Y
′
as ŷ2i. The

InfoNCE loss was once again utilized to optimize pairwise similarities of the
representation of cluster i under the weak (and strong) data augmentation, as
defined by the following equation:

l̂i = − log
exp(sim(ŷi, ŷj))/τC∑2C

k=1 1k ̸=i exp sim(ŷi, ŷk)/τC
(4)

where sim is pair-wise similarity measured using cosine distance, and τC is the
cluster-level temperature parameter to control the smoothness of the probability
distribution. To achieve more balanced clustering outcomes we added cluster
entropy to the average of the above cluster-level loss over the C clusters to
define the cluster-level contrastive loss:

Lclu =
1

2C

2C∑
i=1

l̂i +

2C∑
i

(P (ŷi) logP (ŷi)) (5)

Here, P (ŷ2i−1) and P (ŷ2i) represent the probability of assigning cluster i under
weak and strong augmentation, respectively.
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