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1 Comparative Accuracies across Diverse Datasets

Figure S5.1 compares clustering accuracies for all dataset groups described in Table 1 and 2
of the manuscript. See Table S5.1 for the confidence intervals of CGRclust clustering accu-
racies.

2 Confidence Interval for CGRclust Clustering Accuracies

Machine learning models are often evaluated with restrictions such as limited data availabil-
ity, violations of independence assumptions, and sampling biases [4, 5]. A model’s confidence
interval provides useful insight into the uncertainty surrounding its reported accuracy and
performance metrics. The accuracy with confidence interval serves as an estimate of the
model’s performance on unseen data, not just on the data that the model was trained on.
Typically, a 95% confidence interval is used to calculate this estimate, which provides a
statistical range believed to contain the true generalized accuracy.

Under the normal approximation, the confidence interval for the clustering accuracy can
be calculated from a single training-test split using the following formula:

CI = ACC ± z ·
√

ACC(1−ACC)

n

where ACC is the observed accuracy from the test set and n is the number of samples
in the test set. For a typical confidence interval of 95%, we have z = 1.96 [4].

In deep learning, where models (e.g. CGRclust) must be trained over extended periods
of time and can be computationally expensive, this method of calculating the confidence
interval is especially beneficial. Table S5.1 details the clustering accuracies of twenty-five
clustering tests in CGRclust with confidence intervals.
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Fig. S5.1: Comparative performance of CGRclust with other methods across four
dataset groups. This figure provides a comparison of CGRclust’s clustering accuracy
against DeLUCS [3], iDeLUCS [2], and MeShClust v3.0 [1]. Four dataset groups as de-
tailed in Tables 1 and 2 of the manuscript are: Cypriniformes full mitochondrial genomes
(Group 1); viral whole genomes (Group 2); mtDNA of Insects, Protists, and Fungi (Group
3); and MeShClust v3.0 synthetic datasets (Group 4). The test numbers corresponding to
each dataset are represented on the x-axis of the plots. In dataset Group 3, CGRClust per-
formance is reported with and without an adjusted α hyperparameter. The performance
of MeShClust v3.0 is shown with both manual and automatic selection of identity score
thresholds, with the exception of dataset Group 4.
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Table S5.1: CGRclust clustering accuracies with confidence intervals.
Test Dataset Number of Sequences Clustering Accuracy

1 Cypriniformes 498 94.78± 1.95
2 Cyprinoidei 630 91.75± 2.15
3 Cyprinidae 448 81.70± 3.58
4 Cyprininae 213 99.06± 1.30
5 Astroviridae-unbalanced 1089 84.94± 2.12
6 Astroviridae-balanced 726 88.84± 2.29
7 Dengue 1,628 100.00± 0.00
8 HCV 950 85.79± 2.22
9 HIV-1 1300 81.77± 2.10
10 Insecta 4,550 73.56± 1.28
11 Protista 945 85.50± 2.24
12 Fungi-phylum 670 56.87± 3.75
13 Fungi-subphylum 1,070 97.10± 0.96
14 Medium-60 18,210 92.26± 0.39
15 Medium-70 18,731 93.39± 0.36
16 Medium-80 20,939 94.61± 0.31
17 Medium-90 21,266 95.23± 0.29
18 Medium-95 24,039 96.57± 0.23
19 Medium-97 20,772 95.51± 0.28
20 Long-60 20,885 93.31± 0.34
21 Long-70 18,558 92.82± 0.37
22 Long-80 20,525 96.29± 0.26
23 Long-90 22,518 94.08± 0.30
24 Long-95 20,222 94.20± 0.32
25 Long-97 19,960 94.83± 0.31
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