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S1 Hamiltonian derivation

In this section, we derive the mapping from the experimental trapped-ion Hamiltonian to the

electron transfer model in Eq. (1) in the main text. When we apply a pair of counter-propagating

Raman beams with a wavevector difference of k⃗, phase difference of ϕ, and a beatnote frequency

at ωL on the 171Yb+ trapped qubit in a dual-species chain, the system can be described by

(ℏ = 1)

H =
ωhf

2
σz +

∑
ν

ωνa
†
νaν +

Ω

2

(
e
∑

ν iην(aν+a†ν)−iωLt−iϕσ+ + h.c.
)
, (S.1)

where ωhf is the energy splitting between the two qubit states, ων is the ν-th collective motional

frequency of the chain associated with the raising (lowering) operator, a†ν(aν), Ω is the Rabi

coupling strength, and ην = k
√

1/2mωνbν is the Lamb-Dicke parameter, and m is the qubit

mass. bν is the normalized motional eigenvector for the 171Yb+ qubit ion in the ν = 1, 2 modes,

namely the com and tilt modes of the 171Yb+ -172Yb+ crystal.

By adding and subtracting
∑

ν δνa
†
νaν to Eq. (S.1) and rotating with respect to ωhf

2
σz +∑

ν µa
†
νaν , Eq. (S.1) is transformed into a resonant interaction frame rotating at µ = ωL −

ωhf ≡ ων + δν , where δν is the detuning from the ν-th motional mode (41). In our experiment,

µ+ων ≫ |µ−ων | = δν , therefore a rotating-wave approximation (RWA) is justified, and terms

that rotate at µ+ ων can be neglected. After the RWA, the Hamiltonian is described by

H res
I =

Ω

2

(
ei

∑
ν ην(aνe−iµt+a†νeiµt)e−i(ωL−ωhf)t−iϕσ+ + h.c.

)
−
∑
ν

δνa
†
νaν . (S.2)

For our setup, the detuning from the tilt mode (δtilt/2π ≡ δ/2π in the main text) ranges from

-4 to -10 kHz, while δcom/2π ∼ −160 kHz. Therefore, we can safely neglect the contribution

from the com mode, obtaining a single-mode Hamiltonian:

H res
I =

Ω

2

(
eiη(ae

−iµt+a†eiµt)e−i(ωL−ωhf)t−iϕσ+ + h.c.
)
− δa†a. (S.3)

In the experiment, we apply 4 tones to one of the Raman beams generating four beatnotes at 



frequencies ωr = ωhf − µ with phase ϕr (red sideband or RSB), ωb = ωhf + µ with phase ϕb

(blue sideband or BSB), ωx = ωhf with phase ϕx, and ωy = ωhf with phase ϕy. Thus, Eq. (S.3)

becomes

H res
I =

∑
k=r,b,x,y

Ωk

2

(
eiη(ae

−iµt+a†eiµt)e−i(ωk−ωhf)t−iϕkσ+ + h.c.
)
− δa†a, (S.4)

The first two terms in the summation generate the spin-phonon coupling term in Eq. (1) in

the main text. In the Lamb-Dicke regime, where η
√

⟨(a+ a†)2⟩ ≪ 1, we can expand the two

terms with respect to η to the first order and apply rotating-wave approximation to neglect off-

resonant terms rotating at µ and 2µ. For Ωr = Ωb ≡ Ω, we obtain the effective spin-phonon

Hamiltonian:

Hsp =
ηΩ

2

(
aeiϕm + a†e−iϕm

)
(cosϕsσx + sinϕsσy) , (S.5)

where the motional phase ϕm ≡ ϕb−ϕr

2
and the spin phase ϕs ≡ ϕb+ϕr

2
− π

2
(57). We choose

ϕr = ϕb = π for the experiment. Hence, the Hamiltonian is further simplified to

Hsp =
ηΩ

2
σy

(
a+ a†

)
. (S.6)

The two remaining terms in the summation in Eq. (S.4) follow the same form, differed by only

the phase difference ϕk with k = x, y and, in the Lamb-Dicke regime, generate

Hk =
Ωk

2
(cosϕkσx + sinϕkσy) . (S.7)

By substituting Eq. (S.6) and Eq. (S.7) with ϕx = 0 and ϕy = π/2 into Eq. (S.4), we obtain

H res
I =

Ωy

2
σy +

Ωx

2
σx +

ηΩ

2
σy(a

† + a)− δa†a (S.8)

As explained in the main text, to map Eq. (S.8) to the ET model in Eq. (1) in the main

text, we apply a rotation Ux(π/2) = exp(−iσxπ/4) to the qubit initialized in |↓⟩z prior to 

the simulation (see Fig. 2 in the main text). This rotates the qubit to |↑⟩y. At the end of 



the evolution, we apply another rotation Ux(π/2) to perform the mapping |↑⟩y ↔ |↑⟩z and

|↓⟩y ↔ |↓⟩z. Therefore, to realize the electron transfer Hamiltonian in Eq. (1) in the main text,

the parameter mappings are Ωy = ∆E, Ωx/2 = Vx, ηΩ = g, and δ = −ω.

S2 System calibration

We independently calibrate the parameters of the laser tones used to realize both the unitary and

the dissipative terms in Eq. (2) in the main text. The spin-phonon coupling and phonon terms,

ηΩ
2
σy(a

† + a) − δa†a, are calibrated by adjusting the Rabi frequency ηΩn and detunings δn of

the red and blue sideband Raman laser beatnotes from the tilt mode sideband resonances with 

n = r, b.

We calibrate the spin-phonon coupling and the detuning by preparing the 171Yb+ qubit in 

the z basis and applying the Hamiltonian in Eq. (7) in the main text with ηΩ as the spin-phonon

Rabi coupling strength. The hopping period corresponds to 2π/|δ|, which we use to estimate 

δ. We then drive each tone on resonance to the tilt mode separately while setting the other tone

off-resonant to estimate the effective ηΩ for the experiments (see Figs. S1A-B). In order to 

compensate for the ac-Stark shift due to the off-resonant excitation of the carrier transition by 

the red and blue sidebands, we use the following procedure: we first balance the Rabi coupling 

strengths of the red and blue sideband resonant drives (δn = 0) to the tilt mode separately. 

Then we turn on both tones simultaneously with the same detuning, δr = δb = δ, from the tilt 

mode resonances. Using a Ramsey sequence, we adjust the ratio of the powers and a common 

frequency shift of the two laser tones to compensate for the undesired ac-Stark shift up to 0.25 

kHz accuracy. For the Ωx and Ωy Rabi frequencies in Eq. (S.8), we adjust the power of the two 

carrier transition tones independently (see Fig. S1C).

The frequency of the 435 nm red sideband resonance of the 172Yb+ optical transition is 

found by using a scheme similar to Quantum logic spectroscopy (QLS) via spin-state measure-



ments of 171Yb+ . The pulse sequence consists of a series of three π-pulses on both ions, namely

BSBπ(355nm) → RSBπ(435nm) → BSBπ(355 nm), while varying the frequency of the 435

nm RSBπ pulse. The 355 nm light is kept on and out of resonance with the 171Yb+ qubit during

435 nm illumination to account for the differential stark shift on the 435 nm cooling transition. 

Another method to quantify the 435 nm cooling transition frequency is to replace the initial 

sideband cooling (SBC) pulses of the tilt mode with a finite amount of 435 nm continuous side-

band cooling (CSBC) pulse. We then scan the RSB frequency of both the Zeeman ∆mj = 0 

transitions of 172Yb+ parking at 2π time of the tilt mode BSB evolution. By observing the con-

trast of the BSB population, we estimate the stark shifted frequencies of the 435 nm RSB pulse 

used for sympathetic cooling.

To estimate the cooling rate γ and the steady-state phonon n̄ with 435 nm and 935 nm beams 

on 172Yb+ , we carry out the following procedure: we first perform Doppler cooling on the dual-

species chain; then, we employ continuous sideband cooling on the tilt mode through 172Yb+ , 

followed by Raman sideband cooling on the com mode through 171Yb+ ; subsequently, we

optically pump the spin state of 171Yb+ to |↓⟩z and perform a phonon distribution measurement

on tilt mode via a resonant BSB drive to estimate the average tilt mode phonon. By varying

the cooling time and measuring the corresponding average phonon, we can obtain the cooling 

rate γ and the average phonon n̄ in Eq. (2) in the main text with an exponential fit, as shown 

in Fig. S1D. The cooling rate can be adjusted by changing the 935 nm repumper power as it 

is non-monotonically dependent on the 935 nm power exhibiting an optimum, as shown in Fig. 

S2.

S3 Numerical simulations

We simulate Eq. (2) in the main text using a Python package based on QUTIP (63), which 

allows us to include experimental imperfections that induce different types of dephasing in our



system. As the experiment is performed in the rotated basis (z ↔ y), fluctuations in the laser

intensity and detuning cause effective spin decoherence, while trap frequency fluctuations and

the heating rate of tilt motional mode cause motional dephasing. Therefore, when comparing

the numerics with the experimental results, we introduce two additional dissipative processes,

which modify Eq. (2) in the main text to

∂ρ

∂t
= −i[Hs, ρ] + γ(n̄+ 1)La[ρ] + γn̄La† [ρ] +

∑
k=z,m

γkLck [ρ], (S.9)

where the jump operator cz = σy and its corresponding rate γz account for spin decoherence

while the jump operator cm = aa† + a†a and its corresponding rate γm account for motional

dephasing (64). We determine these dephasing rates by comparing numerical results to experi-

mental data, finding that γz/2π ∼ (0− 10) Hz, and γm/2π ∼ 5 Hz.

S4 Electron transfer transient dynamics

As discussed in the main text, the spin evolutions in the non-adiabatic and strongly adiabatic

regimes exhibit different behaviors. In Fig. S3, we report the time traces of the donor popula-

tion evolution for ∆E = ω/2, ω, 2ω in both regimes. As shown in Figs. S3A-B, the dynamics

of the donor population in the non-adiabatic regime can be modeled with an exponential decay.

On the other hand, the dynamics in the strongly adiabatic regime feature complex oscillatory

decays that cannot be fitted with an exponential decay as those in the non-adiabatic regime (see

Figs. S3C-D). In the strongly adiabatic regime, when ∆E = ω, the oscillations are evident

because the effective vibronic coupling is dominated by the Vx

√
FC0−,1+ coupling term, which

has the largest Franck-Condon factor. Meanwhile, in the ∆E = ω/2 case, the oscillations are 

less pronounced because of the non-integer value of ∆E/ω that suppresses the transfer, analo-

gous to off-resonant coupling in a two-level system (see Fig. S3C). Finally, when ∆E = 2ω, 

the relevant Franck-Condon factor FC0−,2+ is smaller than the ∆E = ω case, which decreases



the effective vibronic coupling, resulting in both smaller frequency and amplitude of the oscil-

lations.

S5 Phonon steady state characterization

In addition to the spin degrees of freedom, a trapped-ion platform has the inherent capability 

of measuring motional observables, allowing access to spin-phonon correlations as well as to 

models in which the motional degrees of freedom govern the dynamics. For example, the 

observations of the destructive interference of the wavepacket due to the geometric phase in 

the quantum simulation of conical intersections are performed through the reconstruction of the 

ion’s wavefunction spatial distribution (21, 22).

Although the motional degree of freedom only plays a surrogate role in the dynamics of 

the electron transfer model studied here, we note that, from a quantum optics perspective, our 

system simulates a variant of the Rabi model (35) with tunable dissipation, ranging from weak 

to ultra-strong coupling regimes. In this regard, the Rabi model with dissipation can be inves-

tigated by measuring both motional and spin observables. In this work, we study the electron

transfer models in the g ≫ γ regime, where the dynamics of the spin degree of freedom is 

inherently non-Markovian. Therefore, the spin and the oscillator can have finite correlations in

the steady state (65). Specifically, in the non-adiabatic regime at ∆E =  0 , the steady state of 

the ET system is a classical ensemble of donor and acceptor vibronic states with equal weights. 

Meanwhile, the steady state in the strongly adiabatic regime at ∆E = 0 is a quantum super-

position of donor and acceptor vibronic states with equal probabilities. As ∆E increases, the 

ensemble weight or quantum probability of the acceptor vibronic state increases towards 1 in 

both cases. Such a change in the steady-state structure can be captured by a decrease in the 

spin-phonon correlation, which in turn affects also the steady-state phonon population. Here, 

we measure the average phonon population in the steady state of the evolution under Eq. (2) in



the main text and indirectly observe spin-phonon correlations depending on the donor-acceptor

energy separation ∆E.

First, we discuss the steady state of the Lindbladian master equation, focusing in particular

on the properties of the phonon population. From Eq. (2) in the main text, the expectation of an

observable O satisfies

∂t⟨O⟩ =Tr [−iO [H, ρ] +Oγ (n̄+ 1)Da (ρ) +Oγn̄Da† (ρ)]

=− i⟨[O,H]⟩+ γ (n̄+ 1) ⟨a†Oa− 1

2

{
O, a†a

}
⟩

+ γn̄⟨aOa† − 1

2

{
O, aa†

}
⟩. (S.10)

Using the bosonic commutation relation, the number operator n = a†a satisfies

∂t⟨n⟩ = −i
g

2
⟨σz

(
a† − a

)
⟩+ γ (n̄− ⟨n⟩) . (S.11)

The creation/annihilation operators satisfy

∂t⟨a†⟩ = i
g

2
⟨σz⟩+ (iω − γ/2) ⟨a†⟩,

∂t⟨a⟩ = −i
g

2
⟨σz⟩ − (iω + γ/2) ⟨a⟩. (S.12)

To obtain steady-state solutions, we set LHS of Eq. (S.11), (S.12) equal to zero leading to

nss = n̄− i

2

g

γ
⟨σz

(
a† − a

)
⟩ss, (S.13)

⟨a†⟩ss = − ig

2iω − γ
⟨σz⟩ss, ⟨a⟩ss = − ig

2iω + γ
⟨σz⟩ss, (S.14)

which immediately gives an expression of steady-state reaction coordinate yss in terms of the

steady-state donor population P ss
D as follows

yss =
y0
2

(
a+ a†

)
= − 2ωg

4ω2 + γ2
(2P ss

D − 1)y0. (S.15)



To quantify spin-phonon correlation, we can compare the exact steady-state nss in Eq. (S.13)

with the one calculated assuming that spin and phonon are in an uncorrelated state, namely

⟨σz

(
a† − a

)
⟩ss = ⟨σz⟩ss⟨a† − a⟩ss, which leads to

nun
ss = n̄+

g2

4ω + γ2
(2P ss

D − 1)2 . (S.16)

In Fig. S4, we report measurements of the steady-state ⟨a†a⟩ss as a function of ∆E in the

case of ultra-strong coupling (g/ω = 1.91). To measure the steady-state phonon population, the

qubit is reset via optical pumping, followed by the application of a resonant BSB Hamiltonian

HBSB = i(ηΩ/2)(aσ−−a†σ+) to the system after the evolution has reached its steady state. The

resulting spin evolution is then fitted to extract the average phonon population ⟨n⟩ss = ⟨a†a⟩ss
in the steady state. The measured values are in agreement with the exact solution ⟨n⟩ss in Eq.

(S.13), confirming the presence of spin-phonon correlations in the system’s steady state.

Furthermore, to get an intuitive understanding of the effect of the dissipation due to the

Lindbladian, we shall assume the spin is either in |↑⟩ or |↓⟩ such that the Hamiltonian in Eq. (1)

in the main text can be reduced to

Hp = ωa†a± g

2
(a+ a†). (S.17)

The corresponding master equation becomes

∂tρ = −i[Hp, ρ] + γ(n̄+ 1)Da[ρ] + γn̄Da† [ρ]. (S.18)

We can define displaced bosonic creation/annihilation operators b ≡ a + α, b† ≡ a† + α∗ with

α being a complex constant to be determined. It can be shown that if we set

α = ± 2gω

4ω2 + γ2
± igγ

4ω2 + γ2
, (S.19)

Eq. (S.18) then becomes

(S.20)∂tρ = −i[ωb†b, ρ] + γ(n̄ + 1)Db[ρ] + γn̄Db† [ρ], 



which takes the form of a simple damped oscillator with steady state being a thermal vibrational

state characterized by n̄ (66). Undoing the displacement gives us the steady-state solution of

Eq.(S.18):

ρss = D(−α)ρthD(α), ρth =
e−βωa†a

1− e−βω
, (S.21)

where D is the displacement operator and 1/β = ω/ log(1 + 1/n̄). In the experiment, ω ≫ γ

such that α → ±g/2ω. Depending on the spin, the system is effectively pumped to the ground

state of the left/right displaced harmonic well, as shown in Fig. 1B.

S6 Ohmic bath and Lindbladian formalism

In this section, we show that the derivation of a Lindbladian master equation for the system in

Eq. (1) in the main text in contact with an Ohmic bath is equivalent to the dissipative spin-boson

model realized in this experiment under certain conditions. More formally, we will establish the

equivalence between Eq. (2) in the main text and the spin-boson Hamiltonian HET in Eq. (1.3)

of (31), namely

HET = Hs +Hsb +Hb. (S.22)

The system Hamiltonian Hs is given by Eq. (1) in the main text. The bath Hamiltonian Hb =∑
n ωnΓ

†
nΓn is described by a collection of infinite harmonic oscillators with Γn(Γ

†
n) being the

annihilation(creation) operator of the n-th bosonic mode. The reaction coordinate of the system

is linearly coupled to the position coordinate of the bath via

Hsb = S ⊗B, S ≡ a+ a†, B ≡ K +K†, (S.23)

with K† ≡ ∑
n cnΓ

†
n being a linear combination of bath operators and cn being the coupling

coefficients of the n-th mode. The coupling coefficients cn and the bath frequencies determine

the bath spectral density function J (ω) =
∑

n c
2
nδ (ω − ωn). We take J(ω) to be Ohmic (31):

(S.24)J(ω) = ηω exp(−ω/ωc), ωc → ∞,



which corresponds to a classical damped oscillator with η being the linear damping coefficient.

Note that in this section, we use ω as the frequency variable for the spectral density function J

and ω0 as the bosonic mode frequency in Eq. (1) in the main text.

To obtain the reduced dynamics of the system density matrix ρ(t), we shall first change into

the interaction picture of H0 = Hs +Hb. Let us denote a generic operator O in the interaction

picture of H0 as

Õ (t) = U † (t)OU (t) , U(t) = exp (−iH0t), (S.25)

the master equation in the interaction picture is then given by

∂tχ̃ (t) = −i[H̃sb(t), χ̃ (t)], (S.26)

where χ is the system-bath density matrix. Explicitly integrating this equation and inserting the

expression for χ̃ back leads to

∂tχ̃ (t) = −i[H̃sb (t) , χ (0)]−
∫ t

0

dt′[H̃sb(t), [H̃sb(t
′), χ (t′)]]. (S.27)

Assuming the system-bath coupling is sufficiently weak, and the bath is kept at thermal

equilibrium, χ(t) becomes separable (Born approximation):

χ (t) = ρ(t)⊗R0, R0 = e−βHb/Tr(e−βHb), (S.28)

where β = 1/kBT . Taking partial trace with respect to the bath degrees of freedom on Eq.

(S.27) gives an equation for ρ̃:

∂tρ̃ (t) =−
∫ t

0

dt′C (τ)
[
S̃ (t) S̃ (t′) ρ̃ (t′)− S̃ (t′) ρ̃ (t′) S̃ (t)

]
+ C (−τ)

[
ρ̃ (t′) S̃ (t′) S̃ (t)− S̃ (t) ρ̃ (t′) S̃ (t′)

]
, (S.29)

where τ ≡ t− t′ and C(τ) is the temporal correlation function of the bath, namely

C (τ) = Tr
[
B̃ (τ)BR0

]
=

∫ ∞

0

dωJ (ω) [coth (βω/2) cos (ωτ)− i sin (ωτ)] . (S.30)



S, S̃, B, B̃ follow the definitions in Eq. (S.23),(S.25).

By introducing a displaced bosonic operator b = a + a0 with the spin dependent constant

a0 =
g

2ω0
σz, we can evaluate the interaction frame system operator S̃(t):

S̃ (t) =
(
a†eiω0t + ae−iω0t

)
+ 2a0 (cosω0t− 1) . (S.31)

Assuming the bath correlation function is strongly peaked around τ = 0 with a correlation time

τr much smaller than the typical time scale of the system’s dynamics, C(τ) can be approxi-

mated as δ(τ), which yields the replacement ρ (t′) → ρ (t). Another important effect of this

approximation is the extension of the integration limit from t to ∞ of the integral in Eq. (S.29)

(Markovian approximation) (67). Eq. (S.29) then results in the Schrodinger picture master

equation:

∂tρ (t) =− i [Hs, ρ (t)]−
∫ ∞

0

dτC (τ)
[
SS̃ (−τ) ρ (t)− S̃ (−τ) ρ (t)S

]
+

∫ ∞

0

dτC (−τ)
[
ρ (t) S̃ (−τ)S − Sρ (t) S̃ (−τ)

]
. (S.32)

Inserting Eq. (S.30) and Eq. (S.31), this equation can be written in a compact form as

∂tρ (t) = −i [Hs, ρ (t)]− [S(Λ + C0)ρ (t)− (Λ + C0)ρ (t)S + h.c.] , (S.33)

where Λ = L+a+ La† and L+,L take form of Laplace transform:

L+ =

∫ ∞

0

dωJ (ω) [1 + n̄ (ω)]

∫ ∞

0

dτe−i(ω−ω0)τ ,

L =

∫ ∞

0

dωJ (ω) n̄ (ω)

∫ ∞

0

dτei(ω−ω0)τ , (S.34)

where n̄(ω) is the thermal phonon population of a mode of frequency ω and C0 is a constant

due to the scalar part of Eq. (S.31),

C0 = 2a0

∫ ∞

0

dτC (τ) (cosω0τ − 1) . (S.35)



It shall be noted that in the evaluation of Λ, we have applied the secular approximation, neglect-

ing the contribution from highly oscillatory terms involving e±i(ω+ω0)t (68).

Evaluating the integrals in Eq. (S.34), (S.35) leads to the reduced master equation of the

system:

∂tρ =− i [Hs +Hc, ρ]− i
[
Hnρ− ρH†

n

]
+ γ (n̄0 + 1) (Da (ρ) +D′

a (ρ))

+ γn̄0 (Da† (ρ) +D′
a† (ρ))

+ i∆dDIm
a (ρ) . (S.36)

Let us break down the different terms of the master equation (S.36): Dc(ρ) is the Lindbladian

super-operator defined in Eq. (3) in the main text with coefficients,

γ = 2πηω0, n̄0 = n̄(ω0). (S.37)

D′
c(ρ) is defined as

D′
c(ρ) ≡

1

2

(
c†ρc† + cρc− c†c†ρ− ρcc

)
, (S.38)

DIm
a (ρ) represents a super-operator with imaginary coefficients

DIm
c (ρ) ≡

(
cρc− c†ρc†

)
, (S.39)

Hn represents the following non-hermitian Hamiltonian:

Hn = ∆daa, ∆d = P

[∫ ∞

0

dω
(2n̄ (ω) + 1)J (ω)

ω0 − ω

]
, (S.40)

where P stands for Principal Value, and Hc is a correction to the system Hamiltonian:

Hc = ω̃a†a+
g̃

2
σz

(
a+ a†

)
,

ω̃ = P

[∫ ∞

0

dω
J (ω)

ω0 − ω

]
,

g̃ = 4gP

[∫ ∞

0

dω
J (ω)

ω2
0 − ω2

]
. (S.41)



When the frequency of the system’s oscillator ω0 is much larger than the decay rate γ, under

rotating wave approximation, we can effectively neglect the terms involving aa, a†a† that do

not conserve the energy (67). These include the super-operators D′
a(ρ),D′

a†(ρ),DIm
a (ρ) and

the non-hermitian Hamiltonian terms Hn. The rotating wave approximation is consistent with

the Born approximation, which assumes that the system-bath coupling is sufficiently small so

that the system and bath can be described by a separable state. After the above approximations,

(S.36) takes form of a standard Lindbladian master equation (69, 70), and we obtain Eq. (2) in

the main text, with renormalized oscillator frequency ω′ = ω0+ ω̃ and displacement g′ = g+ g̃.

We can check the validity of the Markovian approximation by comparing the time scale of

the system dynamics τs ∼ 1/γ and the width of the position correlation function estimated by

the bath correlation time τr ∼ β (67). For the approximation to be valid, we therefore require

τr ≪ τs. Hence, for Eq. (2) in the main text to be a good description of the ET model in the

weak decay regime, we require the following conditions, which are also derived in (40):

γ ≪ 1/β, (Markovian)

γ ≪ ω0. (RWA, Born)
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Figure S1: Hamiltonian and dissipation experimental calibration. (A) Spin dynamics from 
the red and blue sideband Raman laser beatnotes with a common detuning from the tilt mode,
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σy basis. The Rabi coupling strength is set to Ωx/2π = 0.99 kHz. Together with another tone
of the same frequency beatnote and phase difference of π/2, we generate the spin operation
terms in the electron transfer Hamiltonian. The numerical results represented by solid curves in 
(A)-(C) include spin decoherence (γz/2π = 10 Hz) and motional dephasing (γm/2π = 5 Hz).
(D) The evolution of the average tilt mode phonon occupation number of the dual-species ion
crystal via continuous resolved sideband cooling on 172Yb+ with 435 nm and 935 nm beams.
The exponential constant determines the cooling rate. Here, γ/2π = 0.23 kHz, and the steady
state average phonon occupation number is n̄ = 0.2 (dashed horizontal line).
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Figure S2: Cooling rate versus 935 nm power. An optimal 935 nm power is observed with
the measured RSB Rabi frequency of about 3.4 kHz for each 435 nm tone. The solid curve
is the theoretical results using the steady state solution of the master equation of a simplified
three-level system (|g⟩, |o⟩, and |e⟩) with γ ≈ Γ935ρee, where Γ935 is the scattering rate of |e⟩
and ρee its the steady-state population. Here, we use the 935 nm detuning from |e⟩, ∆935 = 2π
× 6.4 MHz for the theory. A cooling rate baseline of 2π × 0.066 kHz is observed due to the
residual cooling from the 935 nm tone of 171Yb+ that is constantly on during the experiments.
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Figure S3: Donor population dynamics. (A to D) Time-evolution traces of the donor popula-
tion in the (A and B) non-adiabatic (from Figs. 3B and 3E) and (C and D) adiabatic regime (from 
Fig. 4B). Red triangles, blue circles, and green squares are experimental data for ∆E = ω/2, 
∆E = ω, and ∆E = 2ω, respectively. The solid curves are their corresponding exponen-
tial fits. The dynamics in the non-adiabatic regime is well described by an exponential decay. 
Conversely, in the strongly adiabatic regime, the donor population exhibits initial oscillations 
between the donor and acceptor states, and the exponential fit overestimates both the transfer 
rate and the final donor p opulation. In (C and D), we also include the numerical results from 
Eq. (2) in the main text to highlight the oscillatory behavior of the strongly adiabatic regime.
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Figure S4: Characterization of steady-state phonon population. Average phonon popula-
tion in the steady state (blue circles) as a function of ∆E using (Vx, g, γ) = (0.19, 1.91, 0.038)ω,
δ/2π = −4 kHz, and n̄ = 0.2. The average phonon population is extracted by fitting the first
six phonon states. The error bars are the standard deviations from the mean. The dark red solid
line is the exact prediction given by Eq. (S.13) while the dark green solid line is the prediction
given by Eq. (S.16). At low ∆E, there is spin-phonon correlation in the steady state, which
decreases monotonically as ∆E is increased. Here, we also consider a motional dephasing of
γm = 0.0013ω.
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