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Supporting Information
Summary 

1- Supporting information to the methods section 
2-  Raw Spectral Data Set (excel file)

3-  Figure S1. PCA scores plot from the total spectra were pre-processed with 

multiplicative scatter correction. 

4- Figure S2. PCA scores plot from the total spectra, pre-processed with 

Multiplicative Scatter Correction and second derivative (15 points).

5- Figure S3. PCA scores plot from the total spectra, pre-processed with 

Multiplicative Scatter Correction and second derivative (21 points).

6- Figure S4. PCA scores plot from the total spectra, pre-processed with 

normalization.

7- Figure S5. PCA scores plot from the total spectra, pre-processed with 

normalization and second derivative (21 points).

8- Figure S4. PCA scores plot from the total spectra, pre-processed with 

Standard Normal Variate and second derivative (21 points).

9- Table S1. Performance measures and characteristics of the PLS-DA model 

pre-processed with Multiplicative Scatter Correction.

10-  Table S2. Performance measures and characteristics of the PLS-DA 

model pre-processed with Multiplicative Scatter Correction and second 

derivative (19 points).

11- Table S3. Performance measures and characteristics of the PLS-DA 

model pre-processed with normalization.

12- Table S4. Performance measures and characteristics of the PLS-DA 

model, pre-processed with second derivative (19 points).

13- Table S5. Performance measures and characteristics of the PLS-DA 

model pre-processed with normalization and second derivative.

14- References
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Supporting information about the methods section 
Unsupervised analysis
Principal Component Analysis (PCA) is an unsupervised method widely used for 

initial exploratory analysis of infrared spectroscopy data. It allows for identifying 

patterns and relationships between variables, clusters, and anomalous samples 

without the need for class labeling. The method performs a linear reduction of 

data dimensionality through principal components (PCs), retaining the most 

relevant information. In this process, the initial matrix (Xij) is decomposed into a 

score matrix (Tih), which represents the samples in the new coordinates, and a 

loading matrix (Phj), which indicates the contribution of each variable to the PCs. 

The principal components are ordered based on the amount of information they 

retain, with the first principal component (PC1) capturing the largest portion of 

information, as it is derived from the first decomposition of the X matrix, followed 

by the second, and so on1,2.

Supervised analysis
Partial Least Squares Discriminant Analysis (PLS-DA) is a supervised 

classification method that performs linear dimensionality reduction of the data 

through latent variables (LV) to capture relevant information present in the data 

matrix X, combined with the response vector y. In this method, the vector y 

contains class information, allowing the determination of which class an unknown 

sample belongs to based on the provided data. For each sample, 1 is assigned 

to the class of interest and 0 to the other classes. The probability of belonging to 

each class is calculated, and the sample is classified into the class with the 

highest probability3,4.
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Raw Spectral Data Set
Excel file attached

PCA MODELS 

Figure S1. PCA scores plot of a) PC1 vs. PC2, b) PC1 vs. PC3, c) PC1 vs. PC4, 

d) PC2 vs. PC3, e) PC2 vs. PC4 and f) PC3 vs. PC4 in the total spectra, pre-

processed with Multiplicative Scatter Correction. Blue represents the Sham 

group, while red represents the ovariectomized group.

Figure S2. PCA scores plot of a) PC1 vs. PC2, b) PC1 vs. PC3, c) PC1 vs. PC4, 

d) PC2 vs. PC3, e) PC2 vs. PC4 and f) PC3 vs. PC4 in the total spectra, pre-

processed with Multiplicative Scatter Correction and second derivative (15 

https://docs.google.com/spreadsheets/d/18ozw2xM6dZwBcrrNJghEiXmBJpbAh-a9/edit?usp=drive_link&ouid=102219148458964337051&rtpof=true&sd=true
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points). Blue represents the Sham group, while red represents the 

ovariectomized group.

Figure S3. PCA scores plot of a) PC1 vs. PC2, b) PC1 vs. PC3, c) PC1 vs. PC4, 

d) PC2 vs. PC3, e) PC2 vs. PC4 and f) PC3 vs. PC4 in the total spectra, pre-

processed with Multiplicative Scatter Correction and second derivative (21 

points). Blue represents the Sham group, while red represents the 

ovariectomized group.

Figure S4. PCA scores plot of a) PC1 vs. PC2, b) PC1 vs. PC3, c) PC1 vs. PC4, 

d) PC2 vs. PC3, e) PC2 vs. PC4 and f) PC3 vs. PC4 in the total spectra, pre-
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processed with normalization. Blue represents the Sham group, while red 

represents the ovariectomized group.

Figure S5. PCA scores plot of a) PC1 vs. PC2, b) PC1 vs. PC3, c) PC1 vs. PC4, 

d) PC2 vs. PC3, e) PC2 vs. PC4 and f) PC3 vs. PC4 in the total spectra, pre-

processed with normalization and second derivative (21 points). Blue represents 

the Sham group, while red represents the ovariectomized group.

Figure S6. PCA scores plot of a) PC1 vs. PC2, b) PC1 vs. PC3, c) PC1 vs. PC4, 

d) PC2 vs. PC3, e) PC2 vs. PC4 and f) PC3 vs. PC4 in the total spectra, pre-

processed with Standard Normal Variate and second derivative (21 points). Blue 

represents the Sham group, while red represents the ovariectomized group.
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PLS-DA MODEL 

Table S1. Performance measures and characteristics of the PLS-DA model of 38 
serum samples from ovariectomized and SHAM rats evidenced by ATR-FTIR 
spectroscopy. Pre-processed with Multiplicative Scatter Correction.

 LV: Latent variables; SENS: Sensitivity; SPEC: specificity; FPR: False Positive 
Rate; FNR: False Negative Rate; ACC: Accuracy.

Table S2. Performance measures and characteristics of the PLS-DA model of 38 
serum samples from ovariectomized and SHAM rats evidenced by ATR-FTIR 
spectroscopy. Pre-processed with Multiplicative Scatter Correction and second 
derivative (19 points).

 LV: Latent variables; SENS: Sensitivity; SPEC: specificity; FPR: False Positive 
Rate; FNR: False Negative Rate; ACC: Accuracy.

Table S3. Performance measures and characteristics of the PLS-DA model of 38 
serum samples from ovariectomized and SHAM rats evidenced by ATR-FTIR 
spectroscopy. Pre-processed with normalization.

       Set
          LV SENS 

(%)
   SPEC 

(%)
FPR 
(%)

FNR 
(%) F – score ACC

4      0.76 0.35 0.64 0.23 0.62 0.55  Training

      Test          4      0.50 0.62 0.50 0.50 0,76 0.72

       Set
          LV SENS 

(%)
   SPEC 

(%)
FPR 
(%)

FNR 
(%) F – score ACC

4    1.00 0.92 0.00 0.00 1.00 0.96  Training

      Test          4    0.80 0.66 0.33 0.20 0,72 0.72

       Set
          LV SENS 

(%)
   SPEC 

(%)
FPR 
(%)

FNR 
(%) F – score ACC

4     0.80 0.71 0.28 0.15 0.78 0.77  Training

      Test          4      0.80   0.50 0.50 0.20 0,66 0.63
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 LV: Latent variables; SENS: Sensitivity; SPEC: specificity; FPR: False Positive 
Rate; FNR: False Negative Rate; ACC: Accuracy.

Table S4. Performance measures and characteristics of the PLS-DA model of 38 
serum samples from ovariectomized and SHAM rats evidenced by ATR-FTIR 
spectroscopy. Pre-processed with second derivative (19 points).

 LV: Latent variables; SENS: Sensitivity; SPEC: specificity; FPR: False Positive 
Rate; FNR: False Negative Rate; ACC: Accuracy.

Table S5. Performance measures and characteristics of the PLS-DA model of 38 
serum samples from ovariectomized and SHAM rats evidenced by ATR-FTIR 
spectroscopy. Pre-processed with normalization and second derivative.

 LV: Latent variables; SENS: Sensitivity; SPEC: specificity; FPR: False Positive 
Rate; FNR: False Negative Rate; ACC: Accuracy.
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