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Figure S13: Correlation between the recall/precision levels (ordinate, blue and red respectively), versus
compression rate (abscissa), obtained for the ATIS-CFG problem (Figure 3B in the main paper).

the computational complexity ofADIOS according to this empirical estimate isO
(
nlog (l) /

(
LλNγ

))
,

wheren is the total number of words in the corpus,l is the average sentence length,L is the value of context

window parameter, andN is the lexicon size. The conclusion from this experiment is thatADIOS is easily

scalable to larger corpora; this is consistent with the actual tests described in the main paper.

Conclusions

The massive, largely unsupervised, effortless and fast feat of learning that is the acquisition of language

by children has long been a daunting challenge for cognitive scientists (18, 19) and for natural language

engineers (20, 21, 22). Because a completely bias-free unsupervised learning is impossible (18, 23, 24), the

real issue in language acquisition is to determine the constraints that a model of “grammar induction” should

impose — and to characterize those constraints that infants acquiring language do in fact impose — on the

learning procedure. In our approach, the constraints are defined algorithmically, in the form of a method

for detecting, in sequential symbolic data, of units (patterns and equivalence classes) that are hierarchically
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