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Figure S2: The definition of a bundle that serves as a candidate pattern, whose beginning and end are sig-
naled by the maxima ofPL andPR. It becomes a candidate because of the large drops in these probabilities
after the maxima, signifying the divergence of paths at these points.

algorithm (used in its default Mode A,η = 0.6, α = 0.01, recursion depth set to 15) yielded 28 patterns and

9 equivalence classes, and achieved100% precision and99% recall. In comparison, the EMILE algorithm,

as reported in (1), induced 3000-4000 rules (the recall/precision performance of the EMILE algorithm was

not stated). Table S1 shows a comparison between the induced grammar and its target grammar. The upper

part of the table contains the extracted equivalence classes and their target counterparts, demonstrating the

ability of ADIOS to identify most of the target classes (except one, E43). The lower part of the table shows

thatADIOS distills a set of rules that is larger than the original one (but equivalent to it).

2.2 Inferring the TA1 grammar: supplement to Figure 3A

Tables S2 to S5 show the performance of anADIOS model trained on extremely small corpora (200 sen-

tences) generated by the TA1 artificial grammar (listed in Table S6). The tables present the recall-precision

values (with their standard deviations across 30 different trails) in four different running modes:Table S2,

Mode A (context free);Table S3, mode B (context-sensitive mode);Table S4, “semantically supervised”
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