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Figure S3: An instance of a7 × 7 M matrix based on the black search path in Figure S2. The blue and
red arrows represent all the significant segmentsDR(ea; eb) andDL(ed; ec) (α < 0.01), respectively. The
values of the matrix elements appear in the upper right corners of the cells. The most significant pair of
segments (B(ea; eb), B(ed; ec)) for whicha < d < b < c is marked theleading pattern(in this example the
leading pattern ise2 → e3 → e4).

mode, in which the equivalence classes of the target grammar are made available to the learner ahead of time

(training in Mode A);Table S5, bootstrap mode, which starts from a letter-level training corpus in which all

spaces between words are omitted (training in Mode A). In the first three experiments, the context-window

length was varied while the other parameters were kept fixed (η = 0.6, α = 0.01, corpus size 200). In

the bootstrap mode, the algorithm must first segment the sequence of letters into words (applying only the

MEX procedure without extracting equivalence classes), and only then use the identified words to extract

the grammar. This two-stage process requires a larger corpus to attain a comparable level of performance

(up to10, 000 sentences in this example). Thus, in the last experimentL was kept fixed at 3,ω was lowered

to 0.4, and the corpus size ranged from200 to 10, 000 sentences. Performance was assessed by the F1

measure, defined as2·recall·precision/(recall + precision). The best recall/precision combinations appear
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