
Figure S4: Two instances of theM matrix computed from two different corpora: the SwissProt database
sequence of amino acids (left), and the text ofAlice in the Wonderlandconsidered as a sequence of let-
ters (right). Significant changes in thePL andPR values have been colored on a yellow/red scale and a
cobalt/blue scale (increase and decrease, respectively); green is the neutral color. The protein O17433 is the
search path used to construct the matrix on the left; the first paragraph ofAlice is the search path used to
create the matrix on the right. For visualization purposes, only the first 300 elements of the matrices are
shown.

in bold and are plotted in Figure 3A in the main paper. It can be seen that both context free mode and

context sensitive mode reach similar F1 levels; however, while the context free mode gets higher levels of

recall (83% versus 68%) the context sensitive mode gets higher level of precision (98% versus 80%). When

semantic information is available to the learner ahead of time, it gives rise to a significant improvement in

the learning performance (F1=0.89 versus 0.81), which parallels the documented importance of embodiment

cues in language acquisition by children. Figure S5 demonstrates the ability ofADIOS to deal with the kind

of syntactic phenomena that can be produced by the TA1 grammar (e.g. “tough movement”).

3 Learning a complex Context-Free Grammar

3.1 Inferring the ATIS-CFG: supplement to Figure 3B

Table S7 illustrates the recall and precision performance for learning the 4592-rule ATIS Context Free

Grammar (2), using different parameter values (L ={3, 4, 5, 6}; 30 or 150 learners; corpus size between
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