
numbern of matching words defines thelevel of history dependenceof the predicted word (this variable

dependence may be contrasted with a standardn-gram language model, wheren is fixed).

Then-gram probabilityp(wk|wk−n . . . wk−1) can be calculated as follows:

pn(wk)
.= p(wk|wk−n . . . wk−1) =

∑
i=1:m

p(wk|Tk−1,k−n(i))p(Tk−1,k−n(i)) (6)

wherep(Tk−1,k−n) is the probability of finding the pattern treeTk−1,k−n in the corpus, andm is the number

of structures that span(k − 1, k − n). For each word in the test set, the parser provides the values of the

n-gram probability functionspn(wk). The final probability is estimated by linear smoothing:

P (wk|wk−n . . . wk−1) = c1p1(wk) + c2p2(wk) + . . . + ck−1pk−1(wk) (7)

where
∑

i ci = 1; we setci = i∑
j=1:k−1

j
. When multiple learners are used, we average the probabilities

they provide for every predicted word at every location, then normalize.
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Figure S8: An illustration of the parser’s search for matches between patterns (context free structures) and
the input sentence, in constructing a Structured Statistical Language Model from theADIOS grammar. Once
a match is established, the parser identifies the possible next words and estimates their probabilities. The
numbern of matching words defines thelevel of dependenceof the predicted word on its history.

Prior to testing, we weighted the elements of each learner’sADIOS grammar probabilistically using the

sentences of the training set, by applying the parser to successive prefixes of each of the sentences in that set.
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