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Poly(ADP-ribosyl)ation is a post-translational modification of

proteins. During this process, molecules of ADP-ribose are

added successively on to acceptor proteins to form branched

polymers. This modification is transient but very extensive in

�i�o, as polymer chains can reach more than 200 units on protein

acceptors. The existence of the poly(ADP-ribose) polymer was

first reported nearly 40 years ago. Since then, the importance of

poly(ADP-ribose) synthesis has been established in many cellular

processes. However, a clear and unified picture of the physio-

logical role of poly(ADP-ribosyl)ation still remains to be es-

tablished. The total dependence of poly(ADP-ribose) synthesis

on DNA strand breaks strongly suggests that this post-

translationalmodification is involved in themetabolismof nucleic

acids. This view is also supported by the identification of direct

protein–protein interactions involving poly(ADP-ribose) poly-

merase (113 kDa PARP), an enzyme catalysing the formation of

poly(ADP-ribose), and key effectors of DNA repair, replication

POLY(ADP-RIBOSE) (pADPr) : THE THIRD TYPE OF NUCLEIC ACID

Discovery and characterization of pADPr

As its name indicates, pADPr is a homopolymer of ADP-ribose

(ADPr) units linked by glycosidic bonds [1–3]. The polymer was

initially identified as a homopolymer of riboadenylate units

(polyA) [1]. However, subsequent studies demonstrated that the

polymer contained 2 mol of ribose and 2 mol of phosphate per

mol of adenine, excluding the possibility that it was a polymer of

riboadenylate [2–4]. In addition, it was demonstrated by the

same authors that the synthesis of this homopolymer required

NAD+ as a precursor or immediate substrate of the reaction.

These results strongly suggested that the polymer described by

Chambon et al. [1] was in fact a homopolymer of ADPr units

derived from NAD+ hydrolysis, with the simultaneous release of

nicotinamide.

The structure of this polymer is now well known. The polymer

is most probably attached on to proteins via the γ-carboxy

groups of glutamic acid residues [5,6]. Although less likely, the

modification of other residues, such as aspartic acid residues, is

possible [7]. ADPr units in the polymer are linked by glycosidic

ribose–ribose 1§! 2« bonds (Scheme 1). The chain length of

polymers is heterogeneous and can reach 200 units in �itro.

Polymers shorter in length than 11 ADPr units are referred to as

oligo(ADPr) [8]. Long polymers are branched [9–13], with the
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and transcription reactions. The presence of PARP in these

multiprotein complexes, in addition to the actual poly(ADP-

ribosyl)ation of some components of these complexes, clearly

supports an important role for poly(ADP-ribosyl)ation reactions

in DNA transactions. Accordingly, inhibition of poly(ADP-

ribose) synthesis by any of several approaches and the analysis of

PARP-deficient cells has revealed that the absence of poly(ADP-

ribosyl)ation strongly affects DNA metabolism, most notably

DNA repair. The recent identification of new poly(ADP-

ribosyl)ating enzymes with distinct (non-standard) structures in

eukaryotes and archaea has revealed a novel level of complexity

in the regulation of poly(ADP-ribose) metabolism.

Key words: chromatin structure, DNA repair, genome in-

tegrity, poly(ADP-ribose) glycohydrolase, poly(ADP-ribose)

polymerase.

linkages in the branching regions being the same as those found

in the linear regions of the polymer [14]. The chemical structure

of the branching site of pADPr was determined by NMR and by

mass spectroscopy [14] as O--ribofuranosyl-(1¨! 2§)-O--

ribofuranosyl-(1§! 2«)-adenosine-5«,5§,5¨-tri(phosphate), com-

monly known as Ado (P)-Rib (P)-Rib-P. pADPr is branched in

an irregular manner [12]. The average branching frequency of the

polymer is approximately one branch per linear section of 20–50

units of ADPr [12,15–17]. Minaga and Kun [18,19] postulated

that long chains of ADPr have a helicoidal secondary structure.

The structure of pADPr has some similarity to the structure of

RNA and DNA, since antibodies raised against pADPr can

recognize RNA and DNA, and vice versa [20,21].

Metabolism of pADPr in vivo

Scheme 1 presents an overall view of pADPr metabolism. The

left (steps 1–3) and right (steps 4–6) parts of the figure represent

the anabolism and the catabolism of the polymer respectively.

The synthesis of pADPr requires three distinct enzymic activities :

(1) initiation or mono(ADP-ribosyl)ation of the substrate, (2)

elongation of the polymer, and (3) branching of the polymer

(Scheme 1). The enzyme pADPr polymerase (113 kDa PARP)

possesses these three activities, and is the major anabolic activity

responsible for poly(ADP-ribosyl)ation in living cells [22,23].
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Scheme 1 pADPr metabolism

The left-hand (steps 1–3) and right-hand (steps 4–6) parts of the cycle represent the anabolic and catabolic reactions respectively in the metabolism of pADPr. The pADPr cycle proceeds

counterclockwise. The pink circle in the middle of the scheme represents a hypothetical protein acceptor modified on a glutamic acid residue (γ-COOH group shown). Refer to the text for further

details.

Other PARP enzymes have recently been identified [24–26].

However, it is not yet known whether these enzymes have the

ability to catalyse all the reactions necessary to produce branched

polymer, or whether they can only synthesize linear polymers.

The efficient degradation of pADPr requires three different

enzymic activities (Scheme 1), which are carried out by two

distinct enzymes: pADPr glycohydrolase (PARG) and ADP-

ribosyl protein lyase. PARG possesses exoglycosidase [27] and

endoglycosidase activities [28]. These activities are responsible

for the hydrolysis of glycosidic bonds between ADPr units

located at the extremity and within the polymer respectively.

ADP-ribosyl protein lyase is the enzyme responsible for the

hydrolysis of the most proximal unit of ADPr on the protein

acceptor [29,30]. The latter enzymic reaction has not been studied

in detail, but it does seem to be the rate-controlling step in the

metabolism of pADPr [31].

The constitutive levels of polymer are usually very low in

unstimulated cells [32–35]. The majority of the ADPr units found

on acceptor proteins in the absence of DNA damage appear as

mono- or oligo(ADPr) [32,33]. They are qualitatively different

from those synthesized in the presence of DNA damage [17], and

their degradation is far slower than that of polymers synthesized

in response to genotoxic agents (t
"
#

of 7.7 h, compared with

! 1 min) [34–36]. In the presence of DNA strand breaks, PARP

activity and the levels of ADPr polymers can be increased by

10–500-fold [34,36,37], while cellular NAD+ levels are corre-

spondingly reduced [38]. In living cells, the synthesis of pADPr

is directly proportional to the number of single strand breaks

(SSBs) and double strand breaks (DSBs) present in the genomic

DNA [22]. In addition, both constitutive and activated levels of

ADPr polymers are functions of the concentration of NAD+ in

cells [39,40].

The polymers of ADPr are degraded rapidly by PARG in �i�o,

which accounts for their transient nature in living cells. The

catabolism of pADPr is a function of its concentration in cells

[36]. Indeed, Alvarez-Gonzalez and Althaus [36] have observed

that a substantial activation of PARG requires a quantity of

ADPr polymer of " 5 µM in �i�o. This mode of action of PARG

may explain the very short half-life of polymers during DNA

damage in �i�o (! 1 min) compared with the longer half-life of

(constitutive) polymers in unstimulated cells [31,36,41]. In ad-

dition, branched and short polymers are degraded more slowly

than long and linear polymers [41,42]. This preferential affinity of

PARG for some types of chains of ADPr could also explain the
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biphasic degradation of the polymer in �i�o and the existence of

two populations of polymers with distinct half-lives following

DNA damage. Wielckens et al. [31] determined that the half-life

of the long-lived population of polymer would be approx. 6 min

in cells damaged by dimethyl sulphate.

It is very likely that the major regulatory step in the catabolism

of the polymer is the release of the last ADPr unit bound to the

protein. The group of Hilz [43] has observed that the level of

mono(ADPr)–protein adducts increased by 9-fold in the nuclei

of cells treated with DNA-damaging drugs. No increase was

observed, under these conditions, in the level of cytoplasmic

mono(ADPr)–protein adducts. The half-life of these adducts is

far greater (8–10 min) that the half-life of pADPr, and their

existence is dependent on the presence of DNA strand breaks.

The sum of these observations strongly suggests that these

mono(ADPr) groups are remnants of ancient polymers of ADPr,

and that the major regulatory step in the metabolism of pADPr

is catalysed by ADP-ribosyl protein lyase [31]. Once freed from

the polymer, ADPr units are catabolized to AMP and ribose 5-

phosphate by ADPr pyrophosphatases [44,45]. Free ADPr can

also form ADPr–protein adducts by non-enzymic mechanisms

known as glycation and glycoxidation [46,47].

Acceptors of pADPr

More than 30 nuclear substrates of PARPs have been identified

in �i�o and in �itro [22]. Most of the physiological substrates of

poly(ADP-ribosyl)ation reactions are nuclear proteins (Table 1).

Among these substrates, one finds almost exclusively proteins

involved in the metabolism of nucleic acids and in the main-

tenance of chromatin architecture. The main acceptor of pADPr

in �i�o is PARP itself [48], as it catalyses its own automodification

to complete its shuttling off DNA strand breaks (see below).

However, it has to be stressed that even modest levels of

poly(ADP-ribosyl)ation, such as those seen with numerous

nuclear substrates, are likely to have important effects on the

acceptor’s properties, given the size and charge of each ADPr

unit. Table 1 shows the known acceptors of pADPr according to

their demonstrated or potential role in nuclear processes. Some

acceptors have been classified into more than one category. The

references quoted in each of these cases have been chosen to

reflect the potential function of the acceptor.

The physiological consequences of poly(ADP-ribosyl)ation on

the functional and physico-chemical properties of specific ac-

ceptor proteins are in most cases poorly known. However, it is

clear that the addition of an anionic polymer on a DNA-binding

protein will have important consequences. Indeed, as the sub-

strate gradually accumulates more negative charges by the

sequential addition of ADPr units, it will reach a point at which

its net charge will prevent any interaction with other anionic

molecules such as DNA [49]. Also, the addition of ADPr residues

near catalytic or regulatory sites on an enzyme may modify its

enzymic properties, as has been frequently established for the

phosphorylation of proteins [50]. The fact that poly(ADP-

ribosyl)ation of enzymes generally inhibits their catalytic activity

clearly illustrates this point (Table 1).

The known effects of poly(ADP-ribosyl)ation on the functional

properties of selected substrates of PARP will be discussed

further below. However, it is important to note here that the

poly(ADP-ribosyl)ation of a specific protein might indicate a

potential function of pADPr synthesis in living cells. Now that

several nuclear processes have been reconstituted in �itro, it will

be interesting in the future to use cell-free systems to investigate

the specific effects of poly(ADP-ribosyl)ation on the effectors of

DNA transactions and on the whole processes themselves.

Finally, one should point out the importance of non-covalent

interactions between free pADPr and proteins. Indeed, it has

been demonstrated that interactions between the polymer and

nuclear proteins such as p53 and histones are very stable, and

could modify the functional properties of these and other proteins

in living cells [51–53].

Poly(ADP-ribosyl)ation, NAD+ metabolism and cell death

NAD+ is an essential cofactor in energy metabolism. The

synthesis of ATP and the balance of the redox potential directly

depend on NAD+ levels in cells [54]. NAD+ is also the precursor

or immediate substrate for the synthesis of pADPr. The hy-

drolysis of the N-glycosidic bond found between the nicotinamide

and the ribose moieties of NAD+ produces a free energy of

®34.3 kJ}mol (®8.2 kcal}mol) [55], which makes this bond a

high-energy one. The energy liberated by the hydrolysis of this

bond is used by PARPs to catalyse the synthesis of ADPr

polymers.

The level of poly(ADP-ribosyl)ation in cells seems to be the

most important factor for the maintenance of NAD+ levels.

Indeed, it has been demonstrated that the catabolism of NAD+

in mammalian cells occurs mainly via poly(ADP-ribosyl)ation

reactions [34,56–58]. The concentration of NAD+ in undamaged

mammalian cells is approx. 400–500 µM [39,59,60], and its half-

life is approx. 1 h (D98}AH2 cells) [61]. However, sustained

activation of PARP following DNA damage decreases the half-

life of NAD+ in a dose-dependent manner. Indeed, cells exposed

to high doses of DNA-damaging agents (e.g. 10–12 krad of γ-

rays) undergo a decrease in NAD+ to 20% of their normal levels

within 5–15 min after the genomic insult [62,63]. Accordingly, it

has been calculated that the total enzymic capacity of Ehrlich

ascites cells to synthesize pADPr amounts to 10 nmol of ADPr

transferred}min per 10) cells (at 25 °C) [31]. This consumption

rate is sufficient to allow complete depletion of NAD+ in less than

10 min, and is consistent with the kinetics of NAD+ depletion

described above. Cells treated with a variety of DNA-damaging

agents, such as N-methyl-N«-nitro-N-nitrosoguanidine [64],

methyl methanesulphonate [34,65], N-methylnitrosourea [63],

triaziquonum [31], H
#
O

#
[66,67], NO [68,69], peroxynitrite

[70,71], calicheamicin γ
"
[72], bleomycin [73], streptozotocin [74]

and neocarzinostatin [62], undergo a decrease in their levels of

NAD+ comparable with that caused by γ-irradiation, although

the kinetics of the process can be slower in some cases. A quasi-

total depletion of cellular NAD+ has also been observed following

treatment with high doses of these agents [62,65,75–77]. The

depletion of NAD+ induced by DNA damage follows biphasic

kinetics. A decrease of 65–75% in the levels of NAD+ can be

induced by moderate or weak doses of genotoxic agents, while

depletion of the residual 25–35% requires very high doses of the

same agents [62,63,78].

This reduction in NAD+ levels is not associated with a decrease

in the biosynthesis of NAD+ [75], or with an increase in NAD+

glycohydrolase activity [63]. Rather, it has been clearly es-

tablished that the lowering of NAD+ levels induced by genotoxic

agents is associated with an increase in PARP activity ([31,63] ;

see Oleinick and Evans [79] for a review) and with an increase in

the levels of ADPr polymers produced in cells [33,64]. In addition,

DNA-damage-induced NAD+ depletion is associated with ATP

depletion [62,80] and dGTP depletion [76], and with a substantial

decrease in the levels of other deoxynucleoside triphosphates

[76]. NAD+ depletion results in ATP depletion, because NAD+

resynthesis requires at least (depending on the biosynthesis

pathway) two molecules of ATP per molecule of NAD+ [81,82].

In addition, NAD+ depletion blocks glyceraldehyde-3-phosphate
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Table 1 Classification of substrates of the poly(ADP-ribosyl)ation reaction according to their potential or proven functions in various aspects of nucleic acid
metabolism

Abbreviations : CS, cleavage specific ; HSSB, human single-stranded binding ; SV40, simian virus 40 ; hnRNP, heterogeneous nuclear RNA particles ; PCNA, proliferating-cell nuclear antigen ; REC,

rat embryo cells.

Potential function Acceptors Origin of observation Reference

Modulation of chromatin structure Histone H1 Multiple observations in vivo See the text
‘Histones ’

H2A Multiple observations in vivo See the text
H2B Multiple observations in vivo See the text
H3 Multiple observations in vivo See the text
H3d Mouse cells C3H10T 1/2 [331]
H4 Multiple observations in vivo See the text
H5 In vitro [332]

Variable histones CS Sea urchin [333]
HMG proteins

1 Mouse breast tumour cells [243]
2 Mouse breast tumour cells [243]
14 34I Cells (mouse breast carcinoma) [209]
17 34I Cells (mouse breast carcinoma) [209]
T Nuclei of trout sperm [230]
H6 Nuclei of trout sperm [230]

LMG protein Nuclei of mouse testis [334]
A24 protein CV-1 cells (monkey) [335]
PARP Multiple observations in vivo See the text
Topoisomerases

I Mouse epidermal cells JB6 [336]
II In vitro [337]

DNA synthesis HSSB
Subunit 34 kDa HeLa cells [221]
Subunit 70 kDa HeLa cells [221]

Ap4A In vitro [338]
DNA ligases

I In vitro [339]
II In vitro [339]

DNA polymerases
α In vitro [339]
β In vitro [340]

SV40 T antigen Monkey kidney cells [341]
Terminal transferase In vitro [339]
Topoisomerase II In vitro [221]

DNA repair PARP Multiple observations in vivo See the text
DNA ligases

I In vitro [339]
II In vitro [339]

DNA polymerases
α In vitro [339]
β In vitro [340]

Histones Multiple observations in vivo See the text

Transcription Histones Nuclei of rat liver [342]
RNA polymerases

I Nuclei of quail cells [343]
II In vitro [344]

hnRNP Nuclei of rat liver [345]
Topoisomerases

I Mouse epidermal cells JB6 [336]
II Nuclei of HeLa cells [346]

HMG proteins
1 and 2 HeLa cells [243]
14 and 17 34I cells [244]

Fos Mouse epidermal cells JB6 [347]
p53 In vitro and in vivo [348]
TFIIC (PARP) In vitro [234]
Bovine seminal RNase In vitro [7]
TFIIF

Subunit RAP30 In vitro [240]
Subunit RAP74 In vitro [240]

Cell cycle p53
Mutant REC [348]
Wild type In vitro [329]

Fos Mouse epidermal cells JB6 [347]
PCNA HeLa and FM3A cells [299]

Various Endonuclease Ca2+/Mg2+ In vitro [349]
Micrococcal nuclease In vitro [350]
Lamins Nuclei of HeLa cells [351]
Numatrin/B23 SQ-20B cells [316]
Nucleolin/C23 Nuclei of HeLa cells [317]
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dehydrogenase activity, which is required to resynthesize ATP

during glycolysis [62]. Indeed, lowering of ATP levels in living

cells results in the induction of glycolysis and in the metabolic

investment of two molecules of ATP to start the process. Under

normal circumstances, these two molecules are regenerated later

in the glycolytic process, along with additional molecules of ATP

[54]. However, in the absence of NAD+, glycolysis is blocked just

after the investment of these two ATP molecules (at the step

catalysed by glyceraldehyde-3-phosphate dehydrogenase), and

this situation results in an amplification loop for the depletion of

ATP [62]. It is likely that this lowering of ATP levels is responsible

for the observed decrease in deoxynucleotide levels. Inhibition of

PARP during DNA damage eliminates the depletion of NAD+,

ATP and deoxynucleotides [62,76,80]. It has been suggested by

Althaus and co-workers [83] that the differential sensitivity of

some cell lines to NAD+ depletion is a function of the capacity

of the cells to synthesize NAD+.

The physiological consequences of NAD+ and ATP depletion

have recently been established in the context of DNA-damage-

induced cell death. Indeed, it was shown recently that the

completion of apoptosis is absolutely dependent on the presence

of ATP and that, in the absence of this nucleotide, the type of

cellular demise switches from apoptosis to necrosis [84,85]. As

mentioned above, DNA-damage-induced NAD+ depletion is a

PARP-dependent process that can be completed within 15 min

and, therefore, precedes by far the execution of the apoptotic

process [62,63]. Since NAD+ depletion leads to ATP depletion,

and because ATP is required for the execution of apoptosis,

overstimulation of PARP in �i�o results in necrotic death in a

situation where the stimulus (DNA strand break) is definitely

pro-apoptotic. The cellular lysis associated with necrosis

generates further damage to neighbouring cells and often results

in massive inflammation (reviewed in [86,87]). This whole situ-

ation is directly responsible for the pathological complications

associated with ischaemia [86,87] and with some types of diabetes

in animals [88–90]. PARP is clearly instrumental in this process,

since PARP-deficient mice and wild-type animals treated with

PARP inhibitors are protected from post-ischaemia damage

compared with animals proficient in poly(ADP-ribosyl)ation

[69–71,88,91].

The amplification of the cellular damage associated with

ischaemia illustrates clearly why it is preferable for multicellular

organisms to favour apoptotic cell death rather than necrosis.

Even in cases where DNA damage is less extensive, PARP uses

substantial amounts of NAD+ and can lower considerably the

levels of ATP in cells. Such decreases in ATP levels are likely to

interfere with the execution and}or completion of the apoptotic

process [84,85]. This metabolic evidence, and the fact that PARP

loses its structural integrity during apoptosis [92,93], suggest that

eukaryotic cells have developed a mechanism to protect them-

selves from PARP-induced switching in the type of cell demise.

Indeed, as early as 30 min after the induction of apoptosis, death

proteases known as caspases cleave PARP in its bipartite nuclear

localization signal (DEVD#"%}G#"&) to generate a 24 kDa DNA-

binding fragment and a 89 kDa catalytic fragment [93–95,203].

This cleavage is likely to inactivate the catalytic activity of

PARP, since it was shown previously that the enzyme requires a

functional DNA-binding domain to perform efficient poly(ADP-

ribosyl)ation [96,97]. Accordingly, the cleavage of PARP should

protect apoptotic cells from switching to the necrotic pathway,

by preventing the over-stimulation of PARP activity that could

result from the initial (apoptosis-inducing) DNA damage or

from the subsequent (apoptosis-induced) genomic degradation.

This protection mechanism would only be functional in the

presence of moderate levels of DNA damage, because the kinetics

of NAD+ and ATP depletion are much faster than the kinetics of

PARP cleavage in the presence of elevated levels of DNA

damage [62,63,94,95]. The substantiation of this interestingmodel

will certainly increase research effort in the future. It will be

important to consider the delicate balance of positive (DNA-

repair-associated) and negative (pro-apoptotic and pro-necrotic)

effects of PARP on cell survival in order to obtain a clear

understanding of the role of this enzyme in cellular death.

PARPs : DIVERSITY AND STRUCTURE

PARPs are enzymes catalysing the successive transfer of ADPr

units on to protein acceptors to produce linear and}or branched

polymers of ADPr. PARP activity has been reported in all higher

eukaryotes studied so far, and in most lower eukaryotes

[24,98–108] (with the notable exception of yeast [109,110]). In

addition, poly(ADP-ribosyl)ating activity appears to be present

in the archaeal domain, since a PARP-like enzyme has been

identified in Sulfolobus solfataricus [26].

Until recently, it was generally accepted that there was only

one type of PARP in each species. However, this view has been

challenged by the identification of novel poly(ADP-ribosyl)ating

enzymes [24–26]. These new PARPs are structurally distinct from

the classical 113 kDa PARP enzyme, and they can be classified

into two subgroups according to their size. Type II PARPs are

smaller than the classical zinc-finger-containing PARP and show,

in some cases, a nuclear localization [24]. Little is known about

this type of PARP besides the fact that it is present in several

organisms, including archea [26], plants [24] and mammals

(mouse cDNAs encoding two slightly different variants of a

putative PARP named PARP-2 have been isolated and deposited

in GenBank under the accession numbers AF072521 and

AJ007780). Type III PARPs are large proteins containing ankyrin

repeats and a PARP catalytic domain [25]. Although the only

known member of this subgroup is a human protein called

tankyrase, this type of PARP is likely to be found in most higher

eukaryotes. Human Tankyrase is localized at telomeres in living

cells, and is believed to regulate telomeric function by its

association with a negative regulator of telomerase activity (see

below) [25].

Very limited data are available at the moment with regard to

the overall contribution of non-classical PARPs to poly(ADP-

ribosyl)ation reactions in �i�o. However, it appears from the

analysis of animals deficient in type I PARP (113 kDa classical

zinc-finger-containing PARP) that type II and III PARPs con-

tribute only modestly to the overall poly(ADP-ribosyl)ation

potential of higher eukaryotes [23]. It is possible that these novel

PARPs are involved in specific nuclear functions requiring limited

levels of poly(ADP-ribosyl)ation in �i�o. It is interesting to note

that the newly identified PARPs have eluded most detection

procedures for many years, maybe because their activity was

masked by the very active and abundant 113 kDa PARP. Their

discovery suggests that other enzymes like these may exist, and

that a large family of PARP enzymes could be discovered in the

future. The isolation of the cDNAs of these enzymes, coupled

with the availability of PARP-deficient cell lines, will certainly

help to address this point. Much work will be required in order

to understand the contribution and physiological significance of

these novel PARPs during poly(ADP-ribosyl)ation reactions in

living cells.

The ‘classical ’ 113 kDa PARP (type I; hereafter referred to as

PARP for simplicity) is a very abundant protein [(0.2–2.0)¬10'

molecules per cell ; 1.0¬10' molecules per cell is the average

amount found in most cells] [111,112] and appears to be the

major poly(ADP-ribosyl)ating activity in higher eukaryotes after
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DNA damage [23]. Its structure has been extensively charac-

terized and shows several unique features among eukaryotic

proteins. PARP is a multifunctional enzyme formed of three

domains: a DNA-binding domain (DBD), an automodification

domain and a catalytic domain (Scheme 2) [96,97]. These domains

were originally identified by limited proteolysis of the protein

with papain and α-chymotrypsin [96,97]. Subsequently, the

positions of the DBD [113,114] and the catalytic domain [113,115]

of PARP have been refined to more precise regions in the protein

by digestion with other proteases. Cloning of PARP cDNAs

from various organisms has demonstrated that the enzyme is well

conserved, especially in higher eukaryotes [116]. The most

conserved regions of the molecule are the catalytic domain (near

the active site) and, to a lesser extent, the DBD [116]. The

functional properties and structural aspects of these domains of

PARP are described below.

DBD of PARP

The N-terminal DBD extends from the initiator methionine to

threonine-373 in human PARP [117,118]. This domain has a

molecular mass of approx. 42 kDa and contains two zinc fingers

[114,119,120] and two helix–turn–helix motifs [121–123]. The

DBD of PARP also contains a high proportion of basic residues,

which are probably involved in the interaction of the enzyme

with DNA [121].

Structural elements

PARP is a metalloenzyme that binds zinc molecules specifically

[114]. The zinc-binding sites are associated with a 29 kDa

fragment of PARP derived from the limited proteolysis of the

protein with trypsin [114]. The association of PARP with zinc

suggested that the enzyme possesses zinc fingers, which was

later confirmed by sequence analysis of the cloned cDNA

[117,119,121]. Zinc finger 1 (F1) starts at cysteine-21 and ends at

cysteine-56, while zinc finger 2 (F2) is found between cysteine-

125 and cysteine-162 [116]. PARP zinc fingers are structurally

and functionally unique, since: (i) they co-ordinate zinc molecules

with a Cys-Cys-His-Cys motif, (ii) they contain 28 and 30

residues, whereas most other zinc fingers usually contain 12–13

amino acids, and (iii) they recognize altered structures in DNA

rather than particular sequences [124]. The only known protein

that has a zinc finger similar to those of PARP is DNA ligase III

[125,126].

Two types of study have been undertaken in order to clarify

the role of the zinc fingers of PARP: with the minimal DBD and

with the native enzyme [114,124,127,128]. Studies by Ikejima et

al. [128] on the activation of full-length PARP have revealed that

both zinc fingers are necessary for the stimulation of PARP

catalytic activity in response to SSBs in plasmid DNA. In

addition, these authors have shown that finger F1 is the main

structure responsible for the activation of the enzyme caused by

DSBs [128]. These results contrast with those of de Murcia and

collaborators [114,124,127], who studied the binding of an N-

terminal 29 kDa fragment (containing both zinc fingers) to an

oligodeoxynucleotide of 66 bp containing an SSB in its central

region. Indeed, these authors observed that the affinity of the

enzyme for SSBs was mainly due to finger F2, while finger F1

would only play a secondary role in the binding of the enzyme to

this structure [124]. Although dealing with different outcomes,

i.e. DNA binding and activation, these studies are difficult to

reconcile, since PARP activation requires DNA binding. The

discrepancies found in these two studies might be explained by

the utilization of different types of DNA substrate, and require

further investigation.

Another feature of interest in the DBD was identified in a

36 kDa fragment of PARP derived from limited proteolysis of

the enzyme with plasmin [113]. This domain extends between

amino acids 233 and 525, and contains the C-terminal half of the

DBD of PARP and the entire automodification domain [117]. A

Chou–Fasman analysis of bovine and human PARP revealed the

existence of two helix–turn–helix motifs at residues C 200–220

and C 280–285 respectively, in the N-terminal region of the
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36 kDa fragment [121,122]. This motif can mediate strong

interactions between DNA and proteins, and it is the only

structure responsible for the DNA-binding activity of several

proteins [123,129]. In agreement with these observations, Buki

and Kun [113] and Thibodeau et al. [130] have demonstrated that

the 36 kDa fragment of PARP binds strongly to DNA. It seems

that the contribution of the region containing the helix–turn–helix

motif to DNA binding is substantial, since the elimination of a

single amino acid at the N-terminus of the fragment abolishes

completely its capacity to bind to DNA [131]. Moreover, Kun

and collaborators [131] have observed that this fragment of

PARP behaves exactly like the full-length enzyme in DNA

footprinting experiments. Taken together, these observations

demonstrate that the N-terminal region of the 36 kDa fragment

is important for the binding of PARP to DNA, and that the

helix–turn–helix motifs present in this region are the most likely

structure responsible for this interaction. In addition, they

indicate that the participation of the automodification domain of

PARP in DNA binding is insignificant, in contrast with early

observations of weak DNA-binding activity of this domain [97].

Affinity of PARP for different forms of DNA

Despite its role in DNA repair, PARP binds undamaged DNA

with high affinity [132]. Binding of PARP to this type of DNA is

co-operative [132,133] and allows the enzyme to oligomerize [13].

The affinity of PARP for supercoiled DNA is superior to its

affinity for relaxed DNA [132], which could explain the as-

sociation of the enzyme with the nuclear matrix [134–137].

Indeed, in supercoiled DNA, one finds strands that overlap and

mimic the type of structure present in the nuclear matrix. It has

also been demonstrated that PARP can bind to cruciform and

intersecting structures in DNA [132,138]. Sastry et al. [131] have

observed that the specificity of the association of PARP with

internal regions of some restriction fragments correlates with the

presence of A­T-rich sequences or with the presence of loops in

the DNA structure [131]. The physiological significance of this

preference is still unclear. The association of the enzyme with

undamaged DNA depends on structures found in the 36 kDa

fragment of PARP, most probably the helix–turn–helix motif.

Despite all the evidence of strong interactions between PARP

and undamaged linear or supercoiled DNA, it is quite clear that

these forms of DNA are inefficient activators of the catalytic

activity of the enzyme [33,132,139,140].

PARPassociates stronglywith DNASSBs andDSBs generated

directly by DNA damage [140,141,193] or indirectly by the

enzymic excision of damaged bases during DNA repair. Indeed,

it has been observed by electronmicroscopy that PARP associates

with SSBs [142] and DSBs [132] on oligonucleotides and linear

DNA fragments respectively. This observation was later con-

firmed by Smulson and collaborators [143] using atomic force

microscopy. PARP binds electrostatically to DNA ends and

covers a region of seven nucleotides on each side of SSBs

[124,127]. This symmetrical protection of SSBs in DNA foot-

printing experiments suggests that PARP binds DNA strand

breaks as a dimer. In general, PARP binds to DNA strand

breaks generated by oxidation, alkylation, deamination, depuri-

nation, ionizing radiation (X- and γ-rays) and a great variety of

anti-cancerous agents [62,73,74,144]. The enzymic activity of

PARP is strongly stimulated in response to its interaction with

DNA strand breaks [33,139]. The activation of PARP induced by

DNA DSBs is significant, but less important than the activation

due to DNA SSBs [140,144,193]. This might indicate that the

repair of SSBs and of DSBs requires different levels of pADPr

synthesis in �i�o.

Automodification domain

The automodification domain of PARP is located in the central

region of the enzyme, between residues 374 and 525 (human

protein) [117,118]. The automodification domain of PARP has

not been extensively characterized. The analysis of the primary

structure of the enzyme reveals that this domain is basic and that

it contains the majority of the 15 glutamic acid residues that

would be involved in PARP automodification [16,119,121].

Antibodies directed against this domain inhibit the auto-

modification reaction by 50%, which confirms that at least half

of the residues serving as acceptors of ADPr chains are found in

this domain [145]. These antibodies also recognize the auto-

modified enzyme, which indicates that the epitopes recognized by

the antibodies are exposed in the automodified enzyme [145]. As

expected, the peptides used to generate the antibodies cannot

serve as substrates for poly(ADP-ribosyl)ation. This result is in

agreement with the work of Kameshita et al. [146], who have

shown that the automodification domain in itself cannot serve as

an acceptor for ADPr chains unless it is associated with the

catalytic domain or the DBD of the enzyme.

Structural elements

The groups of Miwa and Sugimura have identified a leucine-

zipper motif in the N-terminal part of the automodification

domain of Drosophila melanogaster PARP [104]. This motif is

preserved in chicken and mammalian PARPs, but not in Sarco-

phaga peregrina PARP [104,147]. It has been proposed by

Uchida et al. [104] that this motif could be responsible for the

homo- and}or hetero-dimerization of PARP. Indeed, it has been

shown previously that protein–protein interactions can be medi-

ated through leucine zippers [148]. This model is in agreement

with some observations suggesting that PARP can dimerize

[131,149] and that this homodimerization correlates with the

stimulation of the catalytic activity of the enzyme [149,150]. This

model also implies that poly(ADP-ribosyl)ation of PARP in the

automodification domain could regulate the interactions of

the enzyme with other leucine-zipper-containing proteins. Several

proteins have been shown to interact with PARP through its

automodification domain. These include the ribosomal proteins

L22 and L23a from D. melanogaster [151], the transcription

factors Yin and Yang 1 (YY1) [152] and Oct-1 [153], the human

ubiquitin-conjugating enzyme hUBC9 [154], XRCC1 (X-ray

repair cross-complementing 1) [126,155] and histones [156].

However, none of these interactions appear to be mediated

through leucine zippers.

The automodification domain of PARP also contains a BRCT

(BRCA1 C-terminus) domain (from amino acids 384 to 479)

[157]. This domain consists of approx. 95 (weakly conserved)

amino acids found in several proteins that regulate cell-cycle

checkpoints and DNA repair [157]. There is a growing amount

of evidence suggesting that BRCT domains are protein–protein

interaction modules that allow BRCT-motif-containing proteins

to establish strong and specific associations [158]. The PARP

BRCT domain is a variant of the original domain, along with the

BRCT domains of replication factor-C and bacterial ligases,

since their C-termini are less conserved than the C-termini of the

rest of the family members [157]. Neverteless, the PARP BRCT

domain appears to be a fully functional protein-interaction

motif, since the region of the enzyme containing this motif was

shown to interact directly with the N-terminal BRCT domain of

the XRCC1 protein [155]. A similar BRCT-mediated interaction

between the BRCT domain of DNA ligase III and the second

# 1999 Biochemical Society



256 D. D ’Amours and others

DNA repair
enzymes

PARP

DNA break

PARG

Scheme 3 Shuttle model of PARP

Poly(ADP-ribosyl)ation of PARP (or other DNA-binding proteins such as histones) in response to DNA strand breaks results in a gradual loss of affinity of the protein for DNA. This loss of affinity

results ultimately in the release of automodified PARP from the DNA strand break and in the subsequent inactivation of the enzyme. The DNA-binding activity of PARP is re-activated following

the degradation of the polymer by PARG. The ‘ beads on a string ’ structures on PARP represent pADPr. For simplicity, PARP is shown in this scheme as a monomeric enzyme acting before the

DNA repair factors. This does not exclude the possibility that PARP acts as a dimer and that the DNA repair machinery accesses the DNA lesion simultaneously with PARP (see recruiting model

in the text). Modified from Trends Biochem. Sci. ; vol. 20 ; Lindahl, T., Satoh, M. S., Poirier, G. G. and Klungland, A. ; pp. 405–411 ; #1995, with permission from Elsevier Science.

(C-terminal) BRCT domain of XRCC1 has been recently identi-

fied [158,160]. These interactions are responsible for the

formation of a DNA-base-excision-repair (BER)-specific protein

complex, and further support the importance of PARP in this

repair pathway [155].

Interestingly, Miwa and collaborators [161] have isolated a

cDNA from D. melanogaster that encodes a truncated variant of

PARP. This variant lacks an automodification domain and,

accordingly, should not interact with the proteins described

above. It will be interesting to see if such variants exist in higher

eukaryotes, and how the absence of an automodification domain

will impact on the function of PARP and on the regulation of

DNA repair.

Model of ‘ PARP shuttling ’

DNA damage is the most important element in the regulation of

poly(ADP-ribosyl)ation reactions. DNA strand breaks stimulate

the catalytic activity of PARP 500 times over its basal level [37].

The automodification that results from this enzymic activation

regulates PARP activity and binding on DNA strand breaks.

The totality of enzymic changes brought about by the auto-

modification of the enzyme and the sequence of events that

follow in �i�o can be explained by the PARP shuttling model

(Scheme 3). This model implies that, during PARP auto-

modification, the enzyme becomes gradually more charged, since

each residue of ADPr adds two negative charges on to the

molecule. An electrorepulsive gradient is established between the

polymers of ADPr covalently linked to the enzyme and DNA

during the automodification reaction. Eventually, the reaction

reaches a ‘point of repulsion’, when the net charge of PARP is

too negative to allow an interaction between the enzyme and

DNA [49]. The poly(ADP-ribosyl)ated PARP molecule is conse-

quently freed from the DNA strand break and its catalytic

activity is inactivated [162]. Subsequently, PARG hydrolyses the

polymers present on PARP, thus allowing the enzyme to resume

a new cycle of automodification in response to DNA damage

(Scheme 3). Several lines of evidence support this model. Notably,

it has been demonstrated using purified enzymes and substrates

that the automodification of PARP inhibits its catalytic activity,

and that the automodified enzyme loses its affinity for DNA

[41,127]. Moreover, the presence of PARG during PARP auto-

modification allows PARP to recover both its affinity for DNA

and its catalytic activity [127]. The shuttling model has also been
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demonstrated during the poly(ADP-ribosyl)ation of histones

and during chromatin decondensation ([163,164] ; see [165] for a

review).

Catalytic domain

Structure–function relationship

The catalytic domain of human PARP is located in the C-

terminal part of the enzyme. It has a molecular mass of approx.

55 kDa and spans residues 526–1014 in human PARP [117,118].

The catalytic activity of this fragment cannot be stimulated by

DNA strand breaks, and corresponds to the basal activity of the

native enzyme [37,97,146]. The ADPr transferase activity has

been further circumscribed to a 40 kDa region at the extreme C-

terminus of the enzyme. This region is referred to as the minimal

catalytic domain, and can catalyse the initiation, elongation and

branching of ADPr polymers independently of the presence of

DNA [37]. The loss of the last 45 amino acids at the C-terminal

end of this domain completely abolishes enzyme activity [166].

Residues spanning positions 859–908 in human PARP are

phylogenetically well conserved [167] and comprise what is

commonly accepted as the ‘PARP signature ’ [116]. The 17 kDa

region found between the minimal catalytic domain and the

automodification domain possesses an antigenic structure that is

recognized by antibodies found in some rheumatoidal diseases

[168]. This region of PARP has not been extensively characterized

and its function is still unknown.

The catalytic domain of PARP shares several structural

features with mono(ADP-ribosyl)ating enzymes. Indeed, com-

parative analysis of mono(ADPr) transferases and PARP has

suggested that Glu-988 might be important for PARP activity

[169]. Site-directed mutagenesis of this residue in PARP decreased

the elongation of the polymer by 2000 times and also reduced,

albeit more modestly, the initiation of new chains of ADPr

[169,170]. Recently, the catalytic domain of chicken PARP

complexed to an inhibitor analogous to nicotinamide has been

crystallized and its structure resolved by X-ray diffraction [171].

The active site of this domain consists of a β-α-loop-β-α structural

motif which is responsible for NAD+ binding and is found in

several mono(ADPr) transferases [171]. This motif differs signifi-

cantly from the Rossman fold (β-β motif) found in other NAD+-

utilizing enzymes [165], and appears to be representative of a new

family of ADP-ribosyltransferases [167,169]. A G-rich segment

in the 40 kDa fragment of PARP contains two potential sites for

the association of dinucleotides, namely Gly-Lys-Gly and Gly-

Lys-Thr [166]. It has been effectively demonstrated by photo-

insertion of an NAD+ analogue that Lys-893 (G)*#KG)*% motif)

and Trp-1014 associate with NAD+ [172]. However, site-directed

mutagenesis of Trp-1014 suggests that this residue is not critical

for PARP enzymic activity [172]. The relationship between

mono- and poly-(ADP-ribosyl)ating enzymes has been further

substantiated by the identification of three consensus sequences

that would be involved in the formation of an NAD+-binding site

and that are conserved in all ADP-ribosylating enzymes [173].

Poly(ADP-ribosyl)ation reaction

The molecular mechanism of the poly(ADP-ribosyl)ation re-

action has been addressed in several studies. It has been shown

by cross-linking experiments [174] and by analysis of the kinetics

of automodification of PARP [150] that the catalytically active

species of the enzyme is a homodimer. This conclusion is

supported by DNase footprinting experiments showing that

PARP protects DNA from nucleolytic degradation in a sym-

metrical manner at DNA SSBs [124,127]. It has also been

reported that pADPr chains are elongated at their protein-distal

extremities [175,176], which suggests that the poly(ADP-

ribosyl)ation reaction is intermolecular and is consistent with

PARP acting as a catalytic dimer [150].

The K
m

of PARP for NAD+ varies as a function of the type of

DNA co-activator used to characterize the enzyme and as a

function of the automodification status of the enzyme. Indeed, it

has been effectively demonstrated that, unlike the unmodified

enzyme, automodified PARP has a weak affinity for NAD+ [162].

Values for the K
m

of purified PARP vary between 20 µM and

80 µM [178], and the V
max

is approx. 2000 nmol of ADPr

transferred}min per mg of protein [177]. The k
cat

of PARP

decreases by 25% after 1 min of reaction, which could be due to

a decrease in the affinity of PARP for DNA [178]. Mendoza-

Alvarez and Alvarez-Gonzalez [179] have recently shown that

the mono(ADP-ribosyl)ation (initiation) reaction catalysed by

PARP is 230 times slower and 50-fold less efficient than the

polymerization (elongation) reaction. Histones stimulate PARP

activity up to 20-fold [180–183]. They act as allosteric activators

of the enzyme by decreasing the K
m

of PARP for NAD+ and by

increasing its V
max

[181]. Interestingly, several transcription

factors have been reported to stimulate PARP activity [184,185].

The biochemical basis for the latter stimulatory effect is still

unknown.

PARG

PARG is the most important enzyme for the catabolism of

pADPr. Its existence was first demonstrated by Miwa and

Sugimura [186] and by Ueda et al. [187]. These authors observed

that homogenates of various mammalian cells generate AMP

and ADPr from polymers of ADPr. This observation could not

be explained by a phosphodiesterase activity, since phospho-

diesterase hydrolyses pADPr into phosphoribosyl-AMP

[186,187]. Human and bovine PARG cDNAs have been cloned,

and were shown to encode proteins of 111 kDa [188]. Little is

known about the molecular organization of PARG, except that

several isoforms of the enzyme can be purified in mammals

[42,189–192]. Since only one gene encoding PARG has been

identified per genome so far [188], it appears likely that the

smaller isoforms are generated by the proteolytic processing of

the full-length enzyme [191]. Whether this processing is an

experimental artifact or has some physiological relevance remains

to be determined.

PARG degrades long polymers extremely rapidly in �itro,

whereas short polymers are processed much less efficiently under

the same conditions. This is well illustrated by the fact that the

K
m

of PARG is low for long polymers (! 0.3 µM) and increases

significantly for shorter polymers (10 µM) [42,194,195]. This

difference in the degradation kinetics of long and short polymers

can be explained in two ways. First, PARG could have a

processive activity on long polymers that becomes distributive on

short polymers. Alternatively, the existence of a highly active

endoglycosylase activity acting in concert with an exoglycosylase

could explain the enzymic behaviour of PARG, as initially

suggested by Ikejima and Gill [28]. It appears that the latter

possibility might explain, at least partly, the kinetics of pADPr

degradation. Indeed, when the mechanism of action of PARG

purified to homogeneity was studied, approx. 8–10% of endo-

glycohydrolase activity was detected on long polymers [192,195].

The endoglycolytic activity appears to act randomly at points of

branching or elsewhere in the polymer of ADPr. This activity of

PARG has also been observed during polymer turnover following
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DNA damage [196], in in �itro turnover systems with purified

enzymes [178] and with chromatin [164]. Another factor affecting

polymer degradation by PARG is association on an acceptor

protein. Indeed, pADPr is degraded more rapidly when it is

covalently associated with proteins such as PARP and histone

H1 [194].

The endoglycosylase activity of PARG is physiologically

important, because it is responsible for the generation of protein-

free ADPr polymers that can interact with histones and other

nuclear proteins [51,144,197]. In addition, it is important to note

that even a low level of endoglycolytic activity, such as 10%,

would result in a significant increase in the degradation kinetics

of polymers (by supposing that this activity has a K
m

identical

with that of the exoglycolytic activity). Indeed, under such

conditions, a polymer of 300 units would be reduced to a

length of 90 units after only 10% degradation by PARG (27

exoglycosidic and three endoglycosidic cuts). Therefore the

endoglycosidic hydrolysis of long polymers would efficiently

prevent the hyper-modification of nuclear proteins with very

long chains of ADPr. In addition, this type of hydrolysis could

allow PARP to remain active, by loosening the polymers that

prevent its interaction with DNA [162]. At the metabolic level,

the previous system would behave as a sophisticated NADase

activity resulting from the simultaneous formation and degra-

dation of pADPr (as illustrated in Scheme 1), or from the

abortive NADase activity of PARP [198,199].

IMPORTANCE OF POLY(ADP-RIBOSYL)ATION IN THE
METABOLISM OF NUCLEIC ACIDS

As suggested by Lindahl et al. [125], there is currently no

exclusive consensus on the biological role of PARP. However,

several observations implicate poly(ADP-ribosyl)ation reactions

in DNA repair, transcription, replication, recombination and the

modulation of chromatin structure. The evidence supporting the

involvement of poly(ADP-ribosyl)ating enzymes in these pro-

cesses is discussed in detail below.

Modulation of chromatin structure

Poly(ADP-ribosyl)ation of chromatin protein causes major

changes in nucleosomal architecture. Indeed, we have shown that

polynucleosomes could be completely decondensed upon

poly(ADP-ribosyl)ation by purified PARP [163]. The polymer

itself (or automodified PARP) seems unable to modify chromatin

structure on polynucleosomes, which suggests that a covalent

interaction between the polymer and histones is required to

induce decondensation [197]. However, protein-free polymer can

destabilize the nucleosome core and even cause the dissociation

of the chromatin depleted in histone H1 [200,201]. These obser-

vations indicate that, following the covalent modification of

histoneH1, pADPrmayopen the chromatin structure by covalent

as well as non-covalent interactions. Poly(ADP-ribosyl)ated

decondensed chromatin can be refolded by the addition of

PARG [164]. Indeed, the dual action of PARP and PARG in

chromatin results in histone exchange reactions that appear to be

reversible. This conclusion is also supported by the work of

Althaus and associates [202], who have shown that pADPr

turnover renders DNA accessible to nuclease when core histones

are incubated with DNA; upon re-hydrolysis of the polymer

by PARG, the DNA becomes resistant to nuclease activity.

The modulation of chromatin architecture by poly(ADP-

ribosyl)ation reactions is very important, because chromatin

structure regulates several nuclear processes, including DNA

transcription, replication and repair. The well established role of

histones as pADPr acceptors in �i�o [34,204,205] indicates that

the physiological functions of PARP are likely to be mediated

through the reorganization of chromatin structure in living cells.

Adamietz and Rudolph [206] have shown that histones H1 and

H2B are the main histones poly(ADP-ribosyl)ated in �i�o.

Similarly, we have been able to show that, during alkylation-

induced damage, the main histone acceptor on simian virus

40 mini-chromosomes is histone H2B [207]. Krupitza and Cerutti

[208] have found that, during free-radical-induced damage, 2–3%

of histones H1, H3, H2B and H4 are modified. This level of

poly(ADP-ribosyl)ation may appear proportionally low, but

actually represents a very high level of poly(ADP-ribosyl)ation

given the natural abundance of histones in living cells. Several

other chromatin proteins are poly(ADP-ribosyl)ated in �i�o.

Indeed, protamines and high-mobility group (HMG) proteins 1,

2, 14 and 17 have been shown to be modified by PARP under

various conditions in living cells [209–211]. A correlation has

been established between the level of poly(ADP-ribosyl)ation of

chromatin protein, especially HMG proteins, and the level of

transcription of certain genes (see below). Chromatin can also be

poly(ADP-ribosyl)ated by non-covalent interactions [197,212].

Indeed, it has been shown that protamine and histones can bind

branched polymers of ADPr in a non-covalent manner, with the

following relative affinity: H1"H2B"H2A"H3"H4 [212].

The poly(ADP-ribosyl)ation of histones has also been studied in

cell-free systems. It has been shown that histones H2A, H2B and

H1 are the main histone substrates of poly(ADP-ribosyl)ation

reactions in �itro [213].

It appears that the relative levels of poly(ADP-ribosyl)ation of

various chromatin proteins are shifted in the presence of PARG.

Indeed, in in �itro turnover experiments, PARP becomes a

relatively less important acceptor as the polymer becomes shorter

in length [214–216]. On the other hand, proteins such as A24,

histones H2A (u.H2A), H2B (u.H2B), H3 and especially histone

H1 become proportionally more modified compared with PARP

under the same conditions [215] (u means ubiquitinated). During

very rapid turnover (when polymers shorten to oligomers of 4–20

ADPr units in length), histones can carry more than 60% of the

polymer [215]. Therefore it is most likely that there is a biphasic

response during chromatin poly(ADP-ribosyl)ation in �i�o. Ini-

tially, both PARP and histones are modified, with a clear

preference for PARP. However, the relocalization of PARG to

sites of DNA damage (since it is mainly a perinuclear enzyme

[217]) should create a turnover situation where histones and

other heteromodified proteins [206] would become relatively

more modified, thus reducing the relative levels of PARP

modification while maintaining the changes established initially

in chromatin architecture.

The revised model for the process by which PARG and PARP

modify chromatin structure during DNA repair is as follows. (1)

Binding of PARP to DNA strand breaks and enzymic activation.

(2) Rapid shuttling of PARP from DNA strand breaks because

of the low nuclear concentration of PARG, and opening of the

chromatin structure following the modification of histones. (3)

Entry of PARG in the nucleus ; rapid turnover of the polymer

and a shift in the relative substrate preference of PARP. The

chromatin structure is maintained in a decondensed state. (4)

DNA strand breaks are repaired; polymer levels are rapidly

lowered because of the large excess of PARG activity, and

chromatin returns to its initial configuration.

From these results, Althaus [165] has postulated that, similarly

to PARP shuttling on DNA breaks, there is a shuttle mechanism

for chromatin that relaxes its structure and facilitates DNA BER

(discussed in further detail below).
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Poly(ADP-ribosyl)ation and DNA replication

A number of studies in the early 1970s suggested that poly(ADP-

ribosyl)ation plays an active role during the process of DNA

replication [218,219]. These studies were later supported by

experimental evidence obtained with cell-free systems. Indeed,

the work of Hurwitz and collaborators [220] indicated that

PARP slowed down DNA replication catalysed by the mono-

polymerase system in �itro. However, it was later demonstrated

that PARP is not necessary for the processivity of DNA

polymerases, and that it has no role to play during replication

catalysed by the dipolymerase system [221]. It now appears that

the effect observed with the monopolymerase system was caused

by an interaction between PARP and DNA strand breaks. This

interpretation of the results is further supported by the fact that

the effects described above could also be obtained with a

truncated variant of PARP corresponding to the DBD of the

enzyme [222]. It is difficult to understand the role that PARP

might play in these in �itro systems, since single-stranded DNA

appears to be occupied by DNA-binding proteins other than

PARP during DNA replication.

More recently, direct evidence supporting a role for PARP in

DNA replication has been obtained. Indeed, PARP has been

shown to interact physically with the catalytic subunit of DNA

polymerase α–primase tetramer in several distinct systems

[223–226]. First, the two enzymes were shown to co-localize in

specific regions of the nucleus, and the specificity of this

interaction was confirmed by co-immunoprecipitation experi-

ments [223–225]. PARP was also shown to be associated with the

core components of a multiprotein DNA replication complex

(DNA synthesome) containing DNA polymerase α [223,226].

The presence of PARP in this complex supports the idea that

PARP might regulate the composition or activity of the DNA

synthesome via poly(ADP-ribosyl)ation reactions. One import-

ant regulatory member of this DNA replication complex,

proliferating-cell nuclear antigen (PCNA), has indeed been shown

to be poly(ADP-ribosyl)ated by PARP [226]. Furthermore, the

sole presence of PARP stimulates the catalytic activity of purified

DNA polymerase α in �itro [225]. This effect does not appear to

be completely dependent on the binding of PARP to DNA, since

a fragment of the enzyme containing only the DBD of PARP

cannot fully recapitulate the stimulatory effect seen with the full-

length enzyme [225]. Taken together, these observations strongly

suggest that PARP is associated with the DNA replication

machinery in �i�o and that it might regulate the activity of some

key components of the DNA synthesome by poly(ADP-

ribosyl)ation. This conclusion is also supported by in �i�o studies

showing that chemical inhibition of PARP interferes with the

conversion of the 10-kb DNA replication intermediates to mature

large-molecular-size DNA [227].

Additional evidence for a role for poly(ADP-ribosyl)ation

reactions during DNA replication comes from the observation

that a novel type of PARP called tankyrase is specifically

associated with telomeres [25]. Telomeres are the physical ends of

chromosomes; they are formed of short sequence repeats and

they terminate with 3« overhanging single-stranded DNA [228].

This structure cannot be replicated by the conventional DNA

replication machinery (because of the 5«! 3« polarity in the

synthesis of DNA), and telomeres would become progressively

shorter following each cellular cycle in the absence of a special

type of DNA replication [228]. A reverse transcriptase called

telomerase is the DNA polymerase responsible for the main-

tenance of telomere length in living cells. This enzyme is

negatively regulated by a second protein called telomeric repeat

binding factor 1 (TRF1), which is a target for poly(ADP-

ribosyl)ation by tankyrase in �itro [25]. Poly(ADP-ribosyl)ation

of TRF1 reduces its ability to bind to telomeric repeats and is

therefore likely to alter its ability to regulate telomere length [25].

The fact that tankyrase and TRF1 interact physically makes

it very probable that tankyrase will specifically poly(ADP-

ribosyl)ate TRF1 in �i�o. Nevertheless, much work will be

required in order to elucidate the role of tankyrase at telomeres

and how it may potentially regulate telomere replication (or

other telomeric functions) through TRF1. It is interesting to note

that tankyrase is susceptible to inhibition by 3-aminobenzamide,

a typical inhibitor of PARP [25]. It is therefore more than likely

that the effects seen with this chemical in previous studies were

due to the inhibition of both PARP and tankyrase. It will be

important in the future to revisit some of the data generated with

3-aminobenzamide in order to clarify the respectives roles of

PARP and tankyrase and to define ways of specifically inhibiting

these poly(ADP-ribosyl)ating enzymes.

Poly(ADP-ribosyl)ation and DNA transcription

Association of PARP with actively transcribed chromatin

Several studies have been undertaken in order to clarify the

relationship between poly(ADP-ribosyl)ation and transcription.

Mullins et al. [229] and Levy-Wilson [230] have demonstrated

that PARP activity is associated preferentially with regions of

chromatin that are transcriptionally active. These results have

been confirmed by De Lucia [231]. Accordingly, Hough and

Smulson [232] observed that poly(ADP-ribosyl)ated nucleosomes

were also preferentially associated with actively transcribed

chromatin. However, the association between these regions of

chromatin and poly(ADP-ribosyl)ated proteins is not exclusive

to other (transcriptionally silent) regions, which excludes the

possibility that the function of poly(ADP-ribosyl)ation is solely

connected to transcription [232]. It has been demonstrated

previously that poly(ADP-ribosyl)ation could induce decon-

densation of chromatin structure in �itro [163] and that this

decondensation was associated with an increased sensitivity of

nucleosomal DNA to nucleolytic degradation [202]. Corre-

spondingly, the results described above have to be interpreted

with caution, since in several of these studies the criterion used to

define actively transcribed chromatin was its susceptibility to

digestion by nucleases. In several cases, the decondensation of

chromatin induced by poly(ADP-ribosyl)ation is dependent on

DNA damage and, obviously, independent of transcription.

Under these conditions, the relationship between poly(ADP-

ribosyl)ated chromatin and actively transcribed chromatin, as

defined by its susceptibility to nucleolytic degradation, might be

circumstantial and non-indicative of a direct causal relationship

between transcription and poly(ADP-ribosyl)ation.

Stimulation of transcription by PARP and poly(ADP-ribosyl)ation

During the purification of transcription factors, Roeder and

collaborators [233,234] identified a factor that could increase the

specificity of the initiation of RNA polymerase II transcription.

This factor, initially named TF
II
C, was purified, characterized

and identified as being PARP. In reconstituted systems, PARP

eliminated the non-specific transcription resulting from the

presence of SSBs in the transcription template without altering

specific (promoter-driven) transcription [234]. The function of

PARP in this system does not require enzymic activation, since

the effect observed by Slattery et al. [234] occurred in the absence

of NAD+. However, the presence of both SSBs in the tran-

scription substrate and NAD+ in the transcription reaction
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resulted in the automodification of PARP, its dissociation from

DNA and the abrogation of the effects on transcription [49,162].

Ohtsuki et al. [235] demonstrated that a fragment of PARP

containing the DBD of the enzyme could inhibit the non-specific

transcription with the same efficiency as the intact enzyme. The

physiological interpretation of these observations is not simple

because, in the absence of DNA damage in �i�o, one always finds

a saturating concentration of NAD+ (400–600 µM) [39,59,60] for

the catalytic activity of PARP (K
m

for NAD+ of approx. 50 µM).

Nevertheless, it seems that the inhibition of non-specific tran-

scription by PARP is an universal regulatory mechanism for

transcription, at least in �itro, since the same mechanism has been

observed with genes transcribed by RNA polymerase I [236] or

RNA polymerase III [234].

More recently, Meisterernst et al. [237] found that PARP may

play additional roles during transcription in cell-free systems.

Indeed, it seems that PARP could stimulate transcription carried

out by RNA polymerase II by being part of a cofactor activity

that acts during the formation of the pre-initiation complex. As

described previously, the co-activator functions of PARP are

inhibited by automodification of the enzyme, and can be totally

mediated by the DBD of PARP [237]. However, the positive

effect of PARP seen in this system is independent of DNA

damage, since no differences were observed when supercoiled

and nicked plasmids were used as transcription templates [237].

These results are consistent with a recent study showing that

PARP increases the rate of protein-complex formation on the

PAX-6 gene enhancer (EP) in �itro [238]. The physiological

relevance of this observation was confirmed by using PARP

inhibitors in living cells and by showing that these chemicals

inhibit EP enhancer activity in �i�o [238].

Additional in �i�o evidence for a role for PARP as a trans-

criptional co-activator was revealed during the search for proteins

interacting with the transcription factor activator protein-2 (AP-

2). In this study, PARP was shown to interact with the AP-2

family of transcription factors and to enhance AP-2-mediated

transcription in �itro and in �i�o [239]. It appears that PARP

stimulates transcription in this system by suppressing AP-2 self-

inhibition [239]. It is not known if this stimulatory effect is

dependent on the poly(ADP-ribosyl)ation of AP-2 or on PARP

activity. Interestingly, the other AP-2 interactor identified in this

study, a subunit of TF
II
F (RAP74), was shown previously to be

a substrate for poly(ADP-ribosyl)ation in �itro [240]. It is

therefore possible that the positive effect of PARP on AP-2-

mediated transcription is due to the poly(ADP-ribosyl)ation of

RAP74. In a different study, Butler and Ordahl [241] observed

an in �i�o poly(ADP-ribosyl)ation-dependent stimulation of

muscle CAT1 (MCAT1)-element-mediated transcription. These

authors showed that the inhibition of PARP activity in living

cells represses MCAT1-element-driven transcription when using

reporter assays. Moreover, they showed that PARP interacts

with a cellular factor, transcription enhancer factor 1, that is

necessary for MCAT1-element-mediated transcription, and that

this factor can be poly(ADP-ribosyl)ated in �itro [241]. Therefore

it appears possible that poly(ADP-ribosyl)ation of transcription

enhancer factor 1 might modulate its enhancer ability in �i�o.

Poly(ADP-ribosyl)ation-dependent inhibition of transcription

Several lines of evidence support a role for PARP and poly(ADP-

ribosyl)ation in transcription. However, the nature of this role

remains to be defined, because no unified picture has emerged

from the experimental observations described above. The total

dependence of the catalytic activity of PARP on DNA strand

breaks argues that the major function of poly(ADP-

ribobsyl)ation is unlikely to be at the level of transcription.

However, it appears possible that poly(ADP-ribosyl)ation could

regulate transcription during DNA damage. Indeed, it has been

demonstrated that cells treated with DNA-damaging agents

undergo a substantial decrease (70–75%) in their RNA poly-

merase activity, which brings about an inhibition of mRNA and

rRNA synthesis [242]. This decrease can be completely blocked

by 3-aminobenzamide, a powerful inhibitor of PARP, thereby

confirming the specificity of the relationship between poly(ADP-

ribosyl)ation and transcription.

A poly(ADP-ribosyl)ation-dependent inhibition of transcrip-

tion has also been observed by Tanuma et al. [243] in living cells.

These authors showed that suppressing the poly(ADP-

ribosyl)ation of some chromatin proteins, presumably HMG 14,

HMG 17 and histone H1, stimulates glucocorticoid-induced

expression of murine mammary tumour virus (MMTV) RNA in

34I cells [209,210]. Conversely, inhibition of PARG activity

resulted in a drastic reduction in the expression of the MMTV

RNA [244,245]. These results are in agreement with the important

role played by HMG proteins in the expression of several genes

[246,247]. Poly(ADP-ribosyl)ation of HMG proteins 14 and 17

might modify their functional properties, and it seems likely that

this mechanism could explain, at least partly, the inhibition of

the expression of MMTV RNA. These observations are also

consistent with the recent identification of PARP as an inhibitor

of nuclear-receptor-dependent transcription. Indeed, Miyamoto

et al. [248] have shown that, when PARP is recruited to promoters

in �i�o, either as a fusion protein or when it binds to retinoid X

receptors, it can inhibit transcription in a poly(ADP-

ribosyl)ation-dependent manner.

An NAD+-dependent silencing of RNA polymerase II-de-

pendent transcription has also been observed using cell-free

systems [249]. The inhibition seen in these systems appears to be

due, at least partly, to the poly(ADP-ribosyl)ation of the TATA-

binding protein (TBP) and of the transcription factor YY1.

Indeed, it was shown with purified enzymes and cellular extracts

that the poly(ADP-ribosyl)ation of these proteins abrogates their

DNA-binding activities and results in the suppression of their

positive effects on transcription [185]. These observations are

consistent with experiments showing that direct or indirect

recruitment of PARP to promoters reduces their activity in living

cells [248]. Interestingly, it was shown that poly(ADP-

ribosyl)ation of YY1 and TBP cannot be performed when these

factors are bound to DNA, and that transcription complexes

bound to their templates are immune to the inhibitory effects of

poly(ADP-ribosyl)ation. This might explain why TBP was not

identified as a substrate for poly(ADP-ribosyl)ation in previous

screens [240] and why an NAD+-dependent inhibition of tran-

scription was not observed in previous studies using cell-free

systems [237]. Surprisingly, YY1 was shown to interact prefer-

entially with poly(ADP-ribosyl)ated PARP and to stimulate its

catalytic activity [184]. Other transcription factors, such as p53,

TBP and TF
II
B, were shown to stimulate PARP activity, albeit

more modestly than YY1 [185]. The transcriptional activity of

the p53 tumour suppressor has also been shown to be regulated

by poly(ADP-ribosyl)ation in �itro and in �i�o [250–252]. The

importance of poly(ADP-ribosyl)ation reactions for the DNA-

damage-induced p53 response will be discussed further below.

Taken together, these observations demonstrate that poly-

(ADP-ribosyl)ation can regulate DNA transcription both posi-

tively and negatively. It appears likely that the mechanism by

which PARP regulates transcription in the absence of DNA

damage will be case-specific, and that a universal mechanism for

such regulation will be difficult to identify. On the other hand, a

universal mechanism such as the poly(ADP-ribosyl)ation of
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basal transcription factors may explain the way in which

poly(ADP-ribosyl)ation generally inhibits transcription in the

presence of DNA lesions.

DNA repair and the maintenance of genomic integrity

DNA damage and the synthesis of pADPr

Early evidence supporting a role for PARP in the process of

DNA repair came from the work of Roitt in 1956 [253], who

observed that cells treated with a DNA-damaging agent showed

a decrease in their levels of NAD+. However, it was only towards

the end of the 1970s that poly(ADP-ribosyl)ation was shown to

be responsible for NAD+ depletion in cells suffering DNA

damage [62,63]. The specificity of the relationship between the

activation of PARP and the decrease in NAD+ has been firmly

established by the use of specific inhibitors of PARP [62,63]. The

subsequent development of a procedure allowing the precise

quantification of pADPr further confirmed that the formation of

lesions in DNA was associated with a major increase in pADPr

synthesis [64]. It was also demonstrated that the reduction seen

in the cellular levels of NAD+ in cells treated with DNA-

damaging agents was not associated with a decrease in NAD+

biosynthesis [75].

The role of PARP during DNA repair was clearly established

by the studies of Shall and collaborators [254–256]. These authors

demonstrated that chemical or nutritional inhibition of PARP

slows down DNA repair and increases considerably the cyto-

toxicity of DNA-damaging agents. The cytotoxicity of PARP

inhibitors is due to an increase in the half-life of DNA strand

breaks [254,256–259]. It was later demonstrated that the in-

hibition of PARP results in genomic instability, as expected from

the longer half-life of DNA strand breaks in �i�o, and in the

accumulation of damaged cells at the G
#
}M boundary of the cell

cycle [260,261]. The genomic instability caused by the suppression

of poly(ADP-ribosyl)ation reactions is characterized by increased

levels of both sister chromatid exchanges [262–265] and hom-

ologous recombination [266–269], the potentiation of carcinogen-

induced gene amplification [270,271] and the loss of a number

of amplified genes [272–274]. Interestingly, abrogation of

poly(ADP-ribosyl)ation in living cells does not stimulate (as seen

with homologous recombination), but rather reduces, the levels

of illegitimate recombination (random integration of exogenous

DNA) [275–277]. Inhibition of PARP also results in an increased

rate of apoptosis [278] and in an important reduction in cellular

death by necrosis [86,87]. As mentioned above, the decrease in

the rate of necrosis is due mainly to the maintenance of NAD+

levels during cellular demise, and results in an apparent increase

in the levels of apoptosis [86,87]. In addition, it appears likely

that the increased rate of apoptosis seen in the absence of

poly(ADP-ribosyl)ation can be partially explained by the reduced

ability of cells to repair DNA damage [279].

Several lines of evidence suggest that poly(ADP-ribosyl)ation

reactions are involved in the DNA BER pathway. First, the types

of DNA damage that induce poly(ADP-ribosyl)ation in �i�o,

mainly base damage and DNA SSBs, are usually repaired by

BER [62–74]. Secondly, PARP could be an integral component

of a multiprotein BER complex containing XRCC1, DNA ligase

III and DNA polymerase β (discussed in more detail below)

[126,155]. Thirdly, inhibition of PARP activity results in the

inhibition of BER in �i�o and in �itro. Indeed, Satoh and Lindahl

[280] showed that, in a cell-free DNA BER assay, the repair of

SSBs is dependent on the presence of NAD+, the substrate of

PARP. Inhibition of poly(ADP-ribosyl)ation in this system

inhibited the repair of SSBs [280]. This observation was later

extended to the in �itro repair of DNA bases damaged by

alkylation and by oxidative insults [281]. In addition, the

involvement of PARP in the BER pathway received support

from the use of transdominant and chemical inhibition of PARP

in living cells [254,257–259,282,283]. As mentioned above, the

presence of these inhibitors results in a specific increase in the

half-life of DNA lesions that are usually repaired by the BER

pathway.

The limited specificity of the chemical inhibitors of PARP,

when used at high concentrations, has considerably complicated

the interpretation of studies in which they have been used

[284,285]. Lindahl and colleagues [280,281] have also shown that

a quasi-total inhibition of PARP is necessary to inhibit BER

significantly. Indeed, these authors have observed that the

automodification of a single PARP enzyme with only 25 residues

of ADPr is sufficient for BER to be completed [196]. This

observation suggests that inhibition of at least 95% of PARP

activity has to be obtained in order to observe inhibition of DNA

repair. At concentrations that specifically inhibit PARP in �i�o

[196], 3-aminobenzamide or more powerful inhibitors (e.g.

phenanthridinone) inhibit only 50% of the repair, which

demonstrates the resistance of PARP activity to competitive

inhibitors [196,287–289]. Despite these considerations, most

results obtained with chemical inhibitors of PARP were later

confirmed by a molecular genetics approach that mimics chemical

inhibition without its potential side-effects (see below). Therefore

it appears that the use of chemical inhibitors of PARP at

moderate concentrations in �i�o is a reliable way to specifically

inhibit poly(ADP-ribosyl)ation. New highly effective chemical

inhibitors of PARP have been developed recently, and show very

promising results in tests in �itro and in �i�o [290–292].

One interesting observation from the in �itro BER assay is that

the repair of damaged plasmids can also be completed after the

removal of PARP from the cellular extracts used in the assay

[280]. Furthermore, BER of uracil in oligonucleotides was

reconstituted with purified enzymes in the absence of PARP

[160]. These observations suggest that PARP might be involved

only in a subset of BER events and}or that its role in this

pathway is dependent on the conformation of the repair substrate.

On the other hand, Lindahl and co-workers [125,280] concluded

from these observations that PARP is not required for DNA

BER and that, on the contrary, the enzyme is an inhibitor of

BER in �i�o. It is clear that the development of in �itro systems

has been instrumental in our understanding of the basic

mechanisms of the BER pathway [160]. However, the investi-

gation of the role of poly(ADP-ribosyl)ation in DNA repair by

the use of these cell-free repair systems presents some theoretical

problems as to how closely they represent the actual situation in

�i�o. For example, in the in �itro repair system of Satoh and

Lindahl [280], it seems that all PARP molecules were modified

during the course of repair, which is not the case during DNA

repair in �i�o, where there is a large excess of PARP molecules

[31,111]. This indicates that the level at which the injury is

analysed in cell-free systems does not represent the real stoi-

chiometry prevalent in intact cells. This is also illustrated by the

fact that endogenous levels of NAD+ are usually not limiting for

poly(ADP-ribosyl)ation reactions with moderate levels of DNA

damage [39,59,60]. It is therefore unlikely that PARP will act as

an inhibitor of DNA BER in �i�o under normal circumstances.

Even more important is the fact that the DNA used in the in �itro

system is not structured in chromatin [160,280], whereas it clearly

is in living cells. The strong evidence implicating poly(ADP-

ribosyl)ation in the reorganization of chromatin structure clearly

indicates that the role of PARP might be at this level during BER

in living cells (discussed in more detail below). In conclusion, it

is unclear at the moment if further insight into the role of
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poly(ADP-ribosyl)ation can be obtained only by the use of

simplified in �itro DNA repair systems. It will be necessary in the

future to develop new BER assays that can monitor the repair of

DNA substrates assembled in chromatin in order to address

some of the points described above.

Transdominant inhibition of PARP

More recently, a new approach has been developed to inhibit

PARP in �i�o [282,283,289]. This approach is based on the

overexpression of the DBD of PARP in living cells. In this

system, the DBD of PARP associates constitutively with DNA

strand breaks [143] and, consequently, blocks the access of these

lesions to the resident enzyme. The transdominant inhibition

that results from this system is extremely efficient in inhibiting

the synthesis of pADPr, as determined by immunological and

biochemical methods [282,283,289]. Moreover, this new ap-

proach has allowed analysis of the effects of PARP on BER

without having to consider the potentially non-specific effects

associated with the use of chemical inhibitors. Expression of the

dominant-negative DBD sensitizes cells to alkylating agents and

γ-irradiation, but not to UV irradiation, as would be expected

for a protein involved in BER [278,283]. Furthermore, micro-

injection of the DBD of PARP into living cells blocks alkylation-

induced, but not UV-induced, DNA repair synthesis

(unscheduled DNA synthesis), again supporting a role for PARP

in BER [282]. Cell lines constitutively expressing the DBD of

PARP have been developed [278]. These cells show interesting

features, such as increased levels of spontaneous and DNA-

damage-induced sister chromatid exchanges, accumulation at

the G
#
}M phases of the cell cycle and an increased rate of cell

death by apoptosis [278]. Moreover, conditional expression of

the DBD of PARP was shown to stimulate carcinogen-induced

gene amplification, as observed previously with chemical

inhibitors of PARP [293]. In fact, most features associated with

the transdominant inhibition of PARP have been observed

previously when using chemical inhibitors of this enzyme.

Therefore the transdominant approach to inhibiting PARP has

confirmed that most, if not all, effects observed with chemical

inhibitors of poly(ADP-ribosyl)ation (e.g. 3-aminobenzamide)

are genuine, and not due to unspecific side effects.

Nevertheless, it is necessary to note that transdominant,

chemical or nutritional inhibition of PARP creates a situation

that does not exist in the cell. Indeed, under normal circumstances

PARP associates with DNA strand breaks for a very short

period of time in �i�o. However, during the inhibition of PARP

by the approaches described above, the DBD of the enzyme or

the catalytically inactive PARP remains associated with DNA

strand breaks for a substantial length of time. It is clear that the

occupation of the damaged site by PARP or by its shorter

variants prevents the repair enzymes from having access to DNA

strand breaks, and thus increases the half-life (and cytotoxicity)

of these lesions [254,259].

Animals and cells deficient in PARP

Mice deficient for the PARP gene have been developed in several

laboratories [88,279,294]. Surprisingly, initial experiments using

cells isolated from these animals did not support a role for PARP

in DNA repair [294]. However, it appears from recent studies

that the experiments used to investigate DNA repair in the initial

study were not adequate to illustrate the role of PARP in

response to DNA damage. Indeed, the system used by Wang and

co-workers [294] was based on the capacity of cells to repair and

actively transcribe alkylated plasmids. Alkylation-induced dam-

age is repaired by two pathways in eukaryotic cells : BER and an

alternative repair pathway using methyltransferases [295]. The

utilization of N-methyl-N«-nitro-N-nitrosoguanidine, an alkyla-

ting agent, in these experiments could have downplayed the

contribution of PARP to repair, because it has been demonstrated

that the activity of O'-methylguanine-DNA transferase is stimu-

lated in the absence of poly(ADP-ribosyl)ation [296]. It is

therefore possible that the repair of alkylated plasmids observed

by Wang et al. [294] in PARP−/− cells was due to partial

compensation by the methyltransferase pathway rather than to

the proficiency of the BER pathway [292]. In addition, the

plasmid DNA used in these studies does not show the typical

chromatin structure characteristic of chromosomes, and therefore

lacks an important level of organization in which PARP appears

to play a significant role. Finally, the fact that the plasmid has to

be transcribed in order to monitor repair activity is likely to

minimize the contribution of PARP to DNA repair, because it

has been shown previously that PARP plays a role mainly in the

repair of non-transcribed genes [297].

de Murcia and colleagues have recently developed PARP−/−

mice [279]. These mice are extremely sensitive to γ-rays and to

N-methylnitrosourea and show genomic instability, as indicated

by increases in the levels of both sister chromatid exchanges and

chromatid breaks, following DNA damage [279]. Correspo-

ndingly, cell lines derived from PARP−/− mice accumulate at the

G
#
}M phases of the cell cycle after being treated with DNA-

damaging agents and undergo rapid apoptosis, again confirming

the observations obtained with the chemical inhibitors of PARP

and with the transdominant approach [224,279]. The reduced

viability of these cells following DNA damage appears to be due

to an important delay in DNA strand break rejoining, and can

be restored by re-introducing PARP cDNA into the cells [298].

Smulson and collaborators [299] have developed an antisense

system that allows one to inhibit PARP expression by up to 90%

in living cells. Expression of the antisense RNA of PARP in

mammalian cells caused a considerable decrease in the repair of

DNA lesions produced by methyl methanesulphonate and HN
#
,

particularly during the period that immediately followed the

induction of the damage in DNA [300,301]. Mutant cell lines

lacking PARP activity have also been isolated [302–306] and

their response to genotoxic agents has been characterized. These

cells demonstrate similar sensitivity to DNA-damaging agents as

cells overexpressing the antisense mRNA of PARP [302,304,306].

Taken together, these studies demonstrate that PARP plays an

important and positive role in the response to DNA damage and

in the maintenance of genomic integrity. More recently, Wang et

al. [307] reported that their PARP−/− mice are very sensitive

to alkylating agents and γ-irradiation, thereby supporting the

results obtained by de Murcia’s group [279,298].

Roles of poly(ADP-ribosyl)ation during DNA repair

DNA repair is known to occur via several pathways in living

cells [295]. PARP plays a role in the DNA BER pathway [282].

Although the precise function of PARP in BER is not known,

preliminary experiments suggest that poly(ADP-ribosyl)ation is

not involved in the excision of the damaged bases [308–310] or in

the resynthesis of DNA after excision [311,312]. Recent obser-

vations suggest that PARP might be involved in more than one

way in BER and in other types of DNA repair. The models that

have been proposed to explain the role of poly(ADP-ribosyl)ation

in the maintenance of genomic integrity are described below.

These models are not mutually exclusive, and it is very likely that

they can be integrated in a more general scheme to explain the

role of PARP in living cells.

1. The recruiting model. PARP is one of the first nuclear
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factors to recognize lesions in DNA, and it is therefore in an ideal

position to directly recruit the DNA (base excision) repair

machinery to the site of DNA damage in living cells [125]. This

model was supported by the identification of a BER complex

comprising PARP, XRCC1, DNA ligase III and DNA poly-

merase β [126,155,160]. Indeed, the presence of PARP in this

multiprotein complex suggests that this enzyme can recruit the

DNA repair apparatus directly to the sites of DNA damage in

�i�o and facilitate DNA repair in this way. XRCC1 protein acts

as a molecular scaffold that nucleates the formation of this BER

complex by interacting with all components of the complex

individually [126,155]. Since XRCC1 can be poly(ADP-

ribosyl)ated in �itro, it seems possible that PARP could regulate

the activity of the complex by modifying XRCC1 in �i�o and

altering its ability to interact with other components of the

complex. It is not known at the moment if other members of the

BER machinery are targets for direct (covalent) or indirect (non-

covalent) modification by poly(ADP-ribosyl)ation.

It appears that the stoichiometry of the BER complex is

important for the regulation of PARP activity. Indeed, it has

been shown that the overexpression of XRCC1 reduces PARP

activity in living cells [155]. Similarly, DNA ligase III and

XRCC1 were shown to inhibit PARP activity in �itro when

present in excess over PARP [126,155]. Under these conditions,

DNA ligase III is likely to inhibit PARP activity by a competitive

mechanism, since the two enzymes share similar zinc fingers and

DNA-nick-binding activity [126]. PARP may also recruit DNA

repair factors through the modification of chromatin proteins.

The long chains of pADPr could indeed target repair enzymes to

the sites of DNA strand breaks much faster that they would

normally do if they had to find the damage themselves throughout

the nucleus. The recruiting model is compatible with PARP

acting before and}or after the excision of damaged bases.

However, these two possibilities might reflect different contri-

butions of PARP to DNA repair, and it will be important in the

future to clarify the timing of PARP action in the sequence of

BER events.

2. The anti-recombination model. A model describing the

potential role of PARP in BER has been proposed by Satoh and

Lindahl [280]. According to this model, PARP inhibits DNA

repair and prevents DNA recombination. Indeed, via its as-

sociation with DNA strand breaks and the poly(ADP-

ribosyl)ation of neighbouring proteins, PARP could specifically

protect DNA ends from nuclease and}or DNA strand exchange

activities which are required for recombination reactions. This

model has received some support from the analysis of

scid}PARP−/− double-knockout animals, which revealed that the

absence of PARP stimulates recombination and results in an

increased incidence of lymphomas [313]. However, it has to be

noted that the inhibition of BER observed in an in �itro system

by Lindahl and colleagues and the inhibition of recombination

proposed by these same authors are two different processes

[125,280]. The anti-recombination model is at odds with several

studies showing that chemical inhibition of PARP increases the

levels of homologous recombination [266–269]. In addition,

PARP-deficient cells are not characterized by increased levels of

extrachromosomal recombination [314]. At least for the BER

pathway, the inhibition (if present) would be extremely transitory

in intact cells, since PARP automodification and shuttling of

DNA strand breaks is extremely rapid due to the high cellular

concentration of NAD+ [280].

PARP has also been found in a multiprotein complex capable

of some DNA recombination activities [315]. It is exceptional

that three of the four components of this complex (namely

numatrin}B23 [316], nucleolin}C23 [317] and PARP itself) are

known to be modified by poly(ADP-ribosyl)ation. In addition,

the fact that these proteins can be poly(ADP-ribosyl)ated in �i�o

²nucleolin}C23 was shown to be poly(ADP-ribosyl)ated in

isolated nuclei [317]´ further supports the specificity of the

interaction seen between these proteins, and suggests that PARP

may regulate the activity of the complex by poly(ADP-

ribosyl)ating its components. The specific role of PARP (positive

or negative) in the regulation of this B-cell-specific complex

remains to be defined. However, it is interesting to note that

chemical inhibitors of PARP were shown to increase the rate of

antibody class switching in B cells [318].

3. The chromatin-dependent repair model. The kinetics of

DNA repair are greatly influenced by the presence of histones

on damaged DNA [286]. The well established poly(ADP-ribosyl)

ation of histones in response to DNA damage [35,204,205]

strongly suggests that PARP plays a much more important role

in DNA repair when DNA is structured in chromatin. Indeed,

because PARP activity is induced by DNA strand breaks [33,139],

chromatin structure should be opened in the immediate vicinity

of DNA lesions [due to the poly(ADP-ribosyl)ation of histone

H1 and core histones] [163], and this local disruption of chromatin

configuration is very likely to be critical for the repair of highly

condensed chromatin. This is well illustrated by the fact that, in

the absence of PARP activity, DNA repair in non-transcribed

regions of the genome is significantly less efficient than in

transcribed regions [297]. Non-transcribed regions often dem-

onstrate a condensed chromatin structure, while those that are

actively transcribed generally demonstrate an open chromatin

structure that is accessible to proteins such as transcription

factors and, presumably, DNA repair proteins [319]. Also

supporting this hypothesis is the observation that the poly(ADP-

ribosyl)ation of chromatin makes it reversibly competent to

enzymic processing by heterogeneous nucleases [202]. In a similar

manner, PARP could facilitate DNA repair by alleviating the

steric congestion caused by densely packed chromatin. This

could allow DNA repair factors to access a subset of DNA

lesions that are otherwise irreparable. This hypothesis is con-

sistent with the fact that several DNA repair and DNA-damage-

signalling factors act as large multisubunit protein complexes

(e.g. DNApk
cs

and the BER machinery). It is not difficult to

imagine how these large complexes could be hindered in the

presence of highly condensed chromatin and how chromatin

decondensation could help these factors to perform their

functions. Taken together, these observations could explain the

extreme sensitivity of PARP−/− mice to alkylating agents and γ-

irradiation [279,307].

It is still an open debate whether poly(ADP-ribosyl)ation

affects DNA repair by changing chromatin structure, as discussed

recently by Smerdon and Conconi [320]. In order to address this

point, DNA BER studies should be performed with bona fide

chromatin substrates, as carried out by Smerdon and Thoma

[321] for nucleotide excision repair.

4. The signalling model. As mentioned previously, poly(ADP-

ribosyl)ation is an immediate response to DNA damage, which

indicates that PARP is one of the first proteins to be associated

with DNA strand breaks in �i�o. One way in which PARP could

stimulate repair and}or ensure genomic stability might be

through signalling the presence of DNA lesions to downstream

effectors involved in co-ordinating the cellular response to DNA

damage. Indeed, the extensive modification of histones and of

PARP itself at sites of DNA strand breaks could act as a strong

signal that activates the repair machinery or other signalling

molecules. Although sharing some similarities, the signalling and

recruiting models are conceptually distinct and could clearly

reflect two different functions of PARP.
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This model has been substantiated by the observation that

poly(ADP-ribosyl)ation reactions are involved in the regulation

of p53 functions. Indeed, chemical inhibition of PARP was

shown to suppress significantly the accumulation of p53 in

response to ionizing radiation [250–252]. This observation has

been corroborated in several cell lines, including cell lines derived

from PARP-deficient mice [322,323]. As expected, the sup-

pression of p53 accumulation resulting from the absence of

PARP activity abrogates p53-induced transactivation of MDM2

and p21WAF" gene expression (and possibly other p53-responsive

genes) [251,252,324]. The absence of p53 transcriptional activity

correlates with the absence of irradiation-induced sequence-

specific DNA-binding activity on p53 consensus DNA substrates

in nuclear extracts obtained from cells treated with a chemical

inhibitor of PARP [252]. Similarly, partial inhibition of PARP

expression ("90%) in a cell line expressing PARP antisense

RNA results in a significant delay in p53 induction in response

to γ-irradiation [324]. In addition, p53 levels were shown to be

considerably decreased, even in the absence of DNA damage or

other types of cellular insults, in PARP-deficient cells [322,323].

These effects of PARP on p53 function could explain the well

established accumulation of cells at the G
#
phase of the cell cycle

in response to chemical or transdominant inhibition of PARP

[278]. Indeed, p53 has been shown to be a key effector of the G
"

arrest and is also involved, although to a much lesser extent, in

the G
#
arrest [325]. In the absence of PARP activity, some lesions

could remain undetected before DNA replication, and these

would result in further damage during S phase and in a

subsequent arrest at the G
#
phase of the cell cycle. Induction of

the p53-induced cell cycle arrest by poly(ADP-ribosyl)ation may

provide the time necessary for these lesions to be repaired, and

could certainly contribute to the maintenance of genomic in-

tegrity. The reduced activation of p53 in the absence of PARP

could also account for the abrogation of the apoptotic response

observed under certain conditions, but not under others, in

PARP-deficient cells [307,326,327]. Indeed, p53 has been shown

to be a critical factor in the induction of apoptosis in response to

a subset of apoptotic stimuli [325]. Despite the clear evidence

supporting a role for poly(ADP-ribosyl)ation in the regulation of

p53 functions, alternative DNA-damage-signalling pathways

must operate in the absence of poly(ADP-ribosyl)ation, since

PARP-deficient mice do not show the high cancer rate typically

found in p53-deficient mice [279,294]. In addition, p53 induction

can be observed to some extent in PARP−/− animals treated with

high doses of DNA-damaging agents [279]. Interestingly, p73

levels are increased in PARP-deficient cells, which might explain,

at least partially, the observations described above [328].

How might PARP regulate p53? This important question has

not yet been answered, but a number of hypotheses can be

proposed to explain the observations decribed. Poly(ADP-

ribosyl)ation of p53 has been demonstrated in �itro, but it

appears that this modification cannot account for the effects

observed in �i�o, because no poly(ADP-ribosyl)ation of wild-

type p53 can be detected in living cells [329,330]. However,

p53 can interact strongly and non-covalently with polymers of

ADPr [53]. It is likely that the extensive nature of poly(ADP-

ribosyl)ation reactions (" 200 units of ADPr}chain) at sites of

DNA strand breaks would provide a strong signal to direct p53

or other signalling factors to the sites of DNA damage in the

nucleus. The rapid degradation of pADPr by PARG would also

provide a convenient pADPr-unloading mechanism and would

allow p53 to perform efficiently its DNA-damage-signalling

functions at the site of DNA damage. PARP has also been

shown to interact physically with p53 [251,330]. This interaction

may provide an alternative, or maybe an additional, way by

which PARP could regulate p53 activity, either by directly

modifying its functional properties or by recruiting the protein to

DNA strand breaks. Clearly, further experimental work will be

required to test these working models and to see if other DNA-

damage-signalling proteins, such as the ATM (ataxia

telangiectasia mutated) protein, are affected by poly(ADP-

ribosyl)ation reactions.

FUTURE DIRECTIONS

As discussed in this review, poly(ADP-ribosyl)ation is involved

in several nuclear transactions, and the absence of this process

leads to pleiotropic effects in �i�o. Despite the clear evidence for

a role for poly(ADP-ribosyl)ation in the metabolism of nucleic

acids, no unified picture for the role of this protein modification

has yet emerged. However, recent advances have greatly clarified

the ways in which several nuclear processes are (or might be)

regulated by poly(ADP-ribosyl)ation, most notably DNA repair.

It will be very important in the future to integrate this knowledge

with the potential functions of poly(ADP-ribosyl)ation in the

reorganization of chromatin architecture. Although technically

difficult, the long-awaited demonstration of chromatin

restructuring in response to poly(ADP-ribosyl)ation in �i�o will

be of great interest, given the strong biochemical evidence

supporting this phenomenon and the implications it has for other

nuclear processes.

The recent discovery of non-classical PARPs in eukaryotes

and in one species of archaea has generated renewed interest in

the field of poly(ADP-ribosyl)ation. The investigation of the

roles of these novel PARPs in living cells will certainly represent

an intense and exciting new field of research on its own. Since at

least one of these PARPs is sensitive to inhibition by 3-

aminobenzamide, it will be important to revisit some of the data

obtained with this inhibitor of poly(ADP-ribosyl)ation reactions.

Poly(ADPr) synthesis has also been shown to play important

roles in cellular processes such as differentiation and cellular

death. Future research should be directed at integrating the pro-

survival (DNA repair), pro-apoptotic (DNA damage signalling)

and pro-necrotic (overstimulation of PARP activity) effects of

poly(ADP-ribosyl)ation in order to fully understand the roles of

PARP cleavage and pADPr synthesis in the cellular response to

DNA damage. The availability of new tools, such as cell lines

deficient in PARPs, transdominant and chemical inhibitors of

poly(ADP-ribosyl)ation and probes to detect pADPr in cells, will

contribute greatly to the future understanding of the complex

and fascinating functions of poly(ADP-ribosyl)ation in living

cells.
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