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Structural Origins of Redox Potentials in Fe-S Proteins: Electrostatic
Potentials of Crystal Structures
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ABSTRACT Redox potentials often differ dramatically for homologous proteins that have identical redox centers. For two
types of iron-sulfur proteins, the rubredoxins and the high-potential iron-sulfur proteins (HiPIPs), no structural explanations
for these differences have been found. We calculated the classical electrostatic potential at the redox site using static crystal
structures of four rubredoxins and four HiPIPs to identify important structural determinants of their redox potentials. The
contributions from just the backbone and polar side chains are shown to explain major features of the experimental redox
potentials. For instance, in the rubredoxins, the presence of Val 44 versus Ala 44 causes a backbone shift that explains a ~50
mV lower redox potential in one of the four rubredoxins. This result is consistent with experimental redox potentials of five
additional rubredoxins with known sequence. Also, we attribute the unusually lower redox potentials of two of the HiPIPs
studied to a less positive electrostatic environment around their redox sites. Finally, molecular dynamics simulations of
solvent around static rubredoxin crystal structures indicate that water alone is a major factor in dampening the contribution
of charged side chains, in accord with experiments showing that mutations of surface charges produce relatively little effect

on redox potentials.

INTRODUCTION

Elucidation of the structure-function relationships of elec-
tron transfer proteins is crucial for understanding electron
transport at a molecular level. One important property of an
electron transfer protein is its redox potential, which not
only affects electron transfer rates but must also be matched
to the redox potentials of its electron transport partners.
However, proteins with apparently the same redox center
can have different redox potentials, which shows that the
protein itself influences the redox potential. Understanding
how proteins are able to accomplish this is thus critical for
understanding biological electron transfer.

Iron-sulfur proteins are an important class of electron
transfer proteins because of the wide variety of biological
reactions in which they participate and the wide variety of
organisms in which they are found (Cammack, 1992; Mat-
subara and Saeki, 1992; Armstrong, 1982). This work fo-
cuses on two types of iron-sulfur proteins that represent two
very different cases: the rubredoxins (M, = 6000) and the
high-potential iron-sulfur proteins, or HiPIPs (M, = 8000).
The redox site in rubredoxin, which is located close to the
protein surface, consists of an iron tetrahedrally ligated to
four cysteinyl sulfurs (the 1Fe site) (Fig. 1 a). High-reso-
lution crystal structures have been solved for rubredoxins
from five species (Frey et al., 1987; Watenpaugh et al,,
1980; Sieker et al., 1986; Adman et al., 1991; Day et al.,
1992), four of which have reported redox potentials ranging
from —57 to 6 mV (Moura et al., 1979; Lovenberg and
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Sobel, 1965; Adams, 1992; LeGall et al., 1988). The five
rubredoxin structures are all highly similar in backbone
structure and have ~50 to 60% sequence identity (Fig. 2 a).
Despite the similarity, one of these rubredoxins has a redox
potential that is ~60 mV less than the three others with
reported values. The redox site in the HiPIPs, which is
buried deep within the protein, consists of four irons and
four inorganic sulfurs arranged in a cubanelike structure
with the irons ligated to four cysteinyl sulfurs (the 4Fe-4S
site) (Fig. 1 b). High-resolution crystal structures for four
HiPIPs have been solved (Carter et al., 1974; Breiter et al.,
1991; Rayment et al., 1992; Benning et al., 1994), which
have redox potentials ranging from 120 to 360 mV (Meyer
et al., 1983). The tertiary structures of these HiPIPs adopt
similar folds, but their primary sequences have only 11%
sequence identity and very little sequence similarity (Fig. 2
b), and the loops that extend from the core of the protein
vary considerably in size. Interestingly, whereas the two
HiPIPs of intermediate size have redox potentials near 130
mV, the smallest and largest HiPIPs both have redox po-
tentials near 350 mV, indicating that the variation in redox
potential is not simply a size effect. Thus, the four rubre-
doxins studied have highly similar sequences and structures
with a very small redox site located close to the surface of
the protein, whereas the four HiPIPs studied have only
limited similarities in sequence and structure with a some-
what larger redox site buried within the protein.

The possible sources for differences in redox potentials
for proteins with the same types of Fe-S sites have been
reviewed previously (Sweeney and Rabinowitz, 1980). For
instance, the protein could distort the redox site, thus chang-
ing the intrinsic ionization potential of the site. However,
many examples exist where several crystal structures show
little variation of the redox-site geometry for proteins with
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FIGURE 1

the same Fe-S site. In addition, resonance Raman spectros-
copy indicates that the range of redox potentials seen in
HiPIPs cannot be ascribed to the differences in redox-site
structure (Backes et al., 1991). Moreover, recent electronic
structure studies to quantify the degree of geometric devi-
ation necessary to cause a variation in the redox potential
support the idea that the observed differences in the redox-
site structures are not responsible (Koerner and Ichiye,
submitted for publication).

If the redox-site structure does not vary, the differences
must lie in the protein itself. However, despite the existence
of several high-resolution structures for rubredoxins and
HiPIPs, along with experimentally measured redox poten-
tials, to date there are no confirmed structural motifs that
can be linked to the redox potential differences for either
type of protein. For instance, although the number of hy-
drogen bonds from backbone amide hydrogens to the cys-
teinyl sulfurs apparently plays a role in differentiating the
redox potentials of the HiPIPs from the ferredoxins (Adman
et al., 1975; Backes et al., 1991), resonance Raman spec-
troscopic and x-ray crystallographic studies suggest that it is
not significant in determining differences of homologous
iron-sulfur proteins (Breiter et al., 1991; Rayment et al.,
1992; Backes et al., 1991). Other studies of HiPIPs indicate
that no correlation exists between the location of aromatic
residues and the redox potential (Rayment et al., 1992).

Another source of differences in the redox potentials of
proteins is the electrostatic potential due to the surrounding
protein and solvent (Churg and Warshel, 1986; Gunner and
Honig, 1991; Langen et al., 1992b; Shenoy and Ichiye,
1993). Of the various possible types of electrostatic poten-

Rubredoxin and HiPIP structures. (a) Superposition of the backbone of the four rubredoxins C. pasteurianum (blue), D. gigas (green), D.
vulgaris (yellow), and P. furiosus (red) showing the position of the redox site. (b) Superposition of the four HiPIPs C. vinosum (blue), E. halophila (red),
R. tenuis (green), E. vacuolata (yellow) showing the position of the redox site and the positions of variable and core domains. Cysteine residues and
redox-site atoms are represented in ball-and-stick. Variable domains are set off by dashed white lines. Amino-termini and carboxyl-termini are marked “N”
and “C” respectively. These figures were generated using MOLSCRIPT (Kraulis, 1991) and Raster3D (Merritt and Murphy, 1994).

tial contributions in a protein, several results suggest that
charged side-chain residues at the surface contribute little to
the redox potential (Schejter and Eaton, 1984). For instance,
experiments on redox proteins in which an amino acid
residue is mutated to or from a charged residue show
relatively minimal or otherwise inconsistent effects on the
redox potential (Shen et al., 1994; Gleason, 1992; Zeng et
al., 1996), possibly because of solvation effects (Meyer et
al.,, 1983; Shen et al., 1994). When the contributions of
charged side chains are compared between similar 4Fe-4S
redox proteins, the differences in the electrostatic interac-
tion energies calculated from crystal structures do not cor-
relate with the redox potential differences (Sweeney and
Rabinowitz, 1980). Additionally, Warshel and co-workers
have shown good correlation of electrostatic potential with
experimental redox potentials in cytochrome ¢ and 4Fe-4S
proteins using a model in which the side chains that are
normally charged at pH 7.0 are neutralized (Churg and
Warshel, 1986; Langen et al., 1992a; Langen et al., 1992b).
These results are compelling evidence that charged side
chains at the surface contribute little to the redox potential.
We therefore suggest that the observed differences in the
redox potentials between homologous proteins can be ex-
plained by the differences in the contributions to the elec-
trostatic potential of the backbone, polar side chains, and
solvent.

In this paper, a series of calculations on four rubredoxins
and four HiPIPs with known redox potentials and crystal
structures are presented. Although our long term goal is to
quantitatively predict the redox potentials of metallopro-
teins, the aim of this work was to identify structural deter
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FIGURE 2 Sequence alignments for (a) rubredoxins and (b) high-potential iron sulfur proteins (HiPIPs) including core and variable region designations
for HiPIPs. Cysteines are marked by black dots. These figures were generated using the program PRETTYBOX (Genetics Computer Group, 1994).

minants (i.e., specific residues) of the observed variations in
the protein redox potentials. Thus, our methods were chosen
based on the least coupling of the different components of
the electrostatic potential. First, we analyzed crystal struc-
tures rather than structures resulting from energy minimi-
zations or molecular dynamics simulations so that the struc-
tures themselves were independent of a given molecular
mechanical potential energy parameter set. Second, we cal-
culated the electrostatic potential at the center of the redox
site, ¢, by assuming that it is the sum of the Coulombic
interactions of all of the partial charges, including that of the
solvent (i.e., a dielectric continuum was not assumed, but
rather an explicit molecular solvent was used). Therefore,
the contribution of individual atoms to ¢ in our approach
is simply additive and completely uncoupled from other
atoms.

Based on the aforementioned experimental observations
of the lack of importance of charged side chains at the
surface, we focused on polar groups, although the contribu-
tions of charged side chains are not precluded by virtue of
the additive approach. To further understand why charged
side chains at the surface have so little effect on the redox
potential in the rubredoxins, we first show the contribution
of the charged side chains to ¢ to be largely dampened by
solvent using an estimate of the solvation potential from
molecular dynamics simulations. In the proteins that we
studied, all of the charged side chains were farther than 9 A

from the redox site and were at the protein surface. Next, we
addressed the question of whether the protein polar groups
can explain the observed differences in redox potentials for
rubredoxins and for HiPIPs. The ¢ due to protein polar
groups for crystal structures of the four rubredoxins and the
four HiPIPs were compared with experimentally measured
redox potentials, and the differences in the contributions of
specific sequence variants were identified. Although the
aim was not so much to match the redox potentials, surpris-
ingly good correlation was seen and, more importantly,
structural differences giving rise to the redox potential vari-
ations were identified. Finally, suggestions for specific mu-
tations to test these ideas are given.

METHODS

Three rubredoxin structures, from Clostridium pasteurianum (Cp) at 12-A
resolution (Watenpaugh et al., 1980), Desulfovibrio gigas (Dg) at 1 4-A
resolution (Frey et al., 1987), and Desulfovibrio vulgaris (Dv) at 1.5 A
(Adman et al., 1991), and the Chromatium vinosum (Cv) HiPIP structure at
2.0 A (Carter et al., 1974) were obtained from the Brookhaven Protein Data
Bank. The rubredoxin structure from Pyrococcus furiosus (Pf) at 1.8 A was
provided by Dr. Douglas Rees (Day et al., 1992). HiPIPs structures from
Ectothiorhodospira halophila (Eh) at 1.5 A, Rhodocyclus tenuis (Rt) at 1.5
A, and Ectothiorhodospira vacuolata (Ev) at 1.8 A were provided by Dr.
Hazel Holden (Breiter et al., 1991; Rayment et al., 1992; Benning et al.,
1994). All of the coordinates have since been deposited in the Brookhaven
Protein Data Bank. Hydrogen positions were generated and energy-mini-
mized with fixed bond lengths, resulting in only small changes between the
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original generated positions and energy minimized positions (0.07 A) and
the electrostatic potentials (0.1 to 0.5 kcal/mol/e), using the molecular
mechanics program CHARMM 22g3 and 24a3 (Brooks et al., 1983) .

The relationship between the standard free energy change upon reduc-
tion, AG, and the redox potential, €°, is given by

—nFA%° = AG = AE — TAS

where F is Faraday’s constant, n is the number of electrons transferred, AE
is the change in energy, T is the absolute temperature, and AS is the change
in entropy. The change in energy due to the redox reaction may be divided
into energy changes due to the charge change, —n¢, where ¢ is the
electrostatic potential at the redox center and that due to the relaxation of
the protein and solvent. In this work, we examine —n¢ and will examine
the relaxation energy in detail elsewhere (Swartz and Ichiye, manuscript in
preparation). This separation is addressed further in the Discussion section.
The electrostatic potential, ¢, is given by

zZ
p= > — 4))

i#redox site 7j

where Z; is the charge of the ith atom, r; is the distance from the ith atom
to the redox center, and the sum is over all atoms i excluding the Fe, S, C,
and H of the redox site. Because the sum extends over both protein and
solvent, the dielectric is a constant throughout the system. Thus, the simple
sum above is appropriate and effects due to dielectric screening, excluding
electronic polarization, are included by the solvent contribution. If, instead,
a protein is considered a low dielectric body immersed in a high dielectric
media representing water, the potential must be solved for using the
Poisson-Boltzmann equation (Gilson and Honig, 1988) and is no longer
additive. Thus, ¢ can be broken down by limiting the sum to different types
of atoms, i.e., backbone and side-chain polar groups, charged side-chain
groups, and water. In the CHARMM potential, a group of atoms is defined
as a set of adjacent atoms with a net integer charge, but with individual
atoms of the group having partial charges (Brooks et al., 1983). Here, all
electrostatic interactions are evaluated between the groups rather than the
individual partially charged atoms because the electrostatics of a polar
group with a net charge of zero is of much shorter range than the
electrostatics of the individual partial charges comprising the group. The
partial charges for Eq. 1 were obtained from the CHARMM 19 parameter
set. Unfortunately, there are no good ways of assigning error to specific
distances obtained from a crystal structure. However, a crude estimate was
made of o, the relative error in ¢, using

1”2
o= (2 z—z) Ar 2)

i 1

where Ar is the error in atomic position derived from the Luzzati plot
(Luzzati, 1952) using the resolution and the R factor from the respective
crystal structures.

Equation 1 also implies that the ¢ due to the solvent must be calculated.
The solvation potential due to the nearby water, ¢y, i estimated by
using molecular dynamics simulations of water around the fixed crystal
structures of the proteins. The simulations were carried out at a system
temperature of 300 K using CHARMM, as previously described (Yelle et
al., 1995). The parameters used were those of CHARMM 19 for the protein
(Brooks et al., 1983), TIP3P for water (Jorgensen, 1981), and additional
parameters for the Fe-S site (Yelle et al., 1995). In this case, however, the
protein coordinates were fixed in all calculations, all solvent molecules
farther than 25 A from a point 3 A from the iron were deleted, free
boundary conditions were used, a time step of 0.002 ps was used, and data
were collected for 15 ps after 10 ps of equilibration. Averaging the solvent
contributions to ¢ (Eq. 1) over the 15-ps collection period gives ¢, e,
Only waters within 23 A of the redox center were included in this part of
the calculations. The contributions of bulk water were obtained by two
different approximations. The simplest estimate of the contribution of bulk
water farther than 23 A from the redox center, ¢y, comes from the Born
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equation:

1\Q
Drui = —(1 - E)E 3)
where R = 23 A, € is the dielectric constant of water, and Q is the total
charge of the protein. Note that this equation is for a potential energy rather
than for the usual Born free energy (Hyun et al., 1995); multiplying by a
factor of 1/2 Q yields the standard expression for the Born free energy of
solvation. This model assumes the entire charge of the protein is concen-
trated in the center; i.e., the limiting expression far from the protein. A
higher order approximation, ¢, can be made that takes into account the
arbitrary charge distribution of the protein (Hyun et al., 1995; Liu and
Ichiye, 1994; Swartz, 1996),

J cos y exp[—BVq,]ld cos vy
[ exp[—BVq,ld cos y )

¢tu|k = 4mpp ( 4

>25A

where p is the molecular density, u is the dipole moment of water, r is the
radial distance from the water dipole to the iron, and v is the angle between
the iron-water internuclear vector and the water dipole vector. The energy,
Vqu is given by

N
Vol 9 = 3 2L )

1

where the subscript i refers to the ith atom and €' is the appropriate
screening for a dipole in a cavity (¢’ = 19) (Hyun et al., 1995). The sum
is over N, the total number of charges in the protein including that of the
redox site. Equation 4 is evaluated numerically until it converges to the
Born approximation at r ~ 200 A.

RESULTS

The potential at the redox-site center, namely the iron for
the rubredoxins and the center of the 4Fe-4S cubane struc-
ture for the HiPIPs, was chosen for the ease of calculation,
but other positions such as the sulfurs are also reasonable
locations to use. Although the most relevant quantity is the
total interaction energy between the redox site and the rest
of the protein, it is dependent on the charge distribution of
the redox site, which has been described by vastly different
potential charges (Noodleman et al., 1985; Mouesca et al.,
1994; Koerner and Ichiye, submitted for publication). How-
ever, our choice of defining ¢ at the redox-site center is
independent of the electrostatic parameters for the redox
site.

Charged side chains and solvent

The degree of dampening of the charged side-chain contri-
bution by water alone was studied by calculating the elec-
trostatic contributions of each using the crystal structure
coordinates for the charged side chains and using simulation
data for surrounding water molecules plus approximations
for the bulk water (see Methods). This study was carried out
only for rubredoxins because of their smaller size. The
charged side-chain contributions to ¢ (Table 1) are large
and negative, ranging from —7.30 to —12.10 V. The solvent
within 23 A of the redox site, Dy aters CONtributes ~3.50 V to
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TABLE 1 Electrostatic potentials at iron in rubredoxins
Rubredoxins D. gigas D. vulgaris P. furiosus C. pasteurianum
H(CSC) —8.02 -7.51 -17.35 -12.10
Duater 3.32 3.69 1.98 3.36
Dourk 438 3.83 493 7.12
ik 4.54 4.00 5.52 7.84
HCSC) + doaer + Pouir -0.31 0.01 -0.44 ~-1.62
HCSC) + duner + Do -0.15 0.17 0.15 —-0.90

(CSC) is the potential due to charged side chains; ¢, is the potential calculated from simulation for solvent within 23 A of the redox site; dy, is the
potential due to solvent farther than 23 A of the redox site calculated using the Born approximation (Eq. 3); and ¢%,,, is the potential due to solvent farther
than 23 A from the redox site calculated using the higher order approximation (Eq. 4). All values are given in eV.

¢ for all but Pf, which has a lower value because of its
greater protein volume. The contribution of solvent farther
than 23 A from the redox site by the Born approximation,
bpu (Eq. 3), is 3.85 to 7.10 V, whereas the higher order
approximation, ¢y, (Eq. 4), is 4.00 to 7.85 V (Table 1).
Thus, relative to ¢y, Prux is consistently higher and less
dependent on the total charge. Overall, there is a large
degree of cancellation between the charged side-chain and
solvent contributions in both approximations. However, the
cancellation is not complete and leads to deviations in ¢
between the four rubredoxins that are far greater than those
between the experimental redox potentials. This is ad-
dressed further in the Discussion section.

Polar contributions

Because the charged side-chain contributions appear to be
largely dampened by the solvent, the polar contributions to
¢ were calculated (Table 2). The polar contributions arise
from the protein backbone as well as from polar side chains.
In the CHARMM 19 parameters, all neutral residues except
Ala, Gly, Ile, Leu, Phe, Pro, and Val have some polar
character because of nonzero partial charges. The backbone
also consists of two types of polar groups, one containing
the amide N, H and C, and the other containing the carbonyl
C and O. One notable feature of the total polar contributions

is that they are very large and positive, ~2.5 V for the
rubredoxins and ~1.1 V for the HiPIPs. Moreover, all polar
groups that make significant contributions to ¢ occur within
8 A of the redox site in the rubredoxins and within 10 A of
the redox site in the HiPIPs. In both cases, no charged side
chains occur within these distances. In addition, although
there are fairly large discrepancies between the ¢ and the
experimental redox potentials, it is apparent that the polar
contribution alone can account for the lower redox potential
of Cp relative to the other rubredoxins as well as the higher
values of Cv and Rt relative to Ev and Eh in the HiPIPs. The
contributions for the HiPIPs are further broken down into
those arising from a relatively constant core region (CR)
and those from variable regions (VR) consisting of loops
with different lengths (Figs. 1 b and 2 b), which were
defined by least-squares fits of the backbones. Because Cv
and Rt have core polar contributions that are ~0.6 V higher
than those of Ev and Eh, it appears that the higher values of
Cv and Rt relative to Ev and Eh arise within the core.

Contributions of individual residues for
rubredoxins

The major polar contributions of the different protein se-
quences to the observed differences in ¢ among the four
homologous rubredoxins are described here. Energy values

TABLE 2 Electrostatic potentials at the redox site due to backbone and polar sidechain dipoles and experimental redox

potentials
Rubredoxins D. gigas D. vulgaris P. furiosus C. pasteurianum

Total charge -8 =17 -9 -13
Redox potential* 0.006 = 0.0101 0.000 + 0.010" 0.000 + 0.015* —-0.057%
@(dipole)** 0.06 = 0.09 0.00 = 0.09 0.12 £0.18 —0.20 + 0.09

HiPIPs C. vinosum R. tenuis E. vacuolata E. halophila
Total charge -3 +4 -7 -11
Redox potential* 0.360%* 0.330%* 0.150%* 0.120**
@(Core dipoles)** 0.54 £0.15 0.63 +0.16 0.08 = 0.16 —0.04 = 0.15
@(All dipoles)** 0.54 £ 0.16 0.38 +£0.16 0.00 + 0.16 0.13 £ 0.16

*Adams, 1992; $Lovenberg and Sobel, 1965; "™Moura et al., 1979; 'LeGall et al., 1988

#**Meyer et al., 1983

*Redox potentials for C. pasteurianum and all HiPIPs were not reported with relative errors.
**Rubredoxin values are shown relative to D. vulgaris [¢(Dipole) = 2.547 eV]. HiPIP values are shown relative to E. vacuolata [$(All Dipoles) = 0.833
eV]. In each case, Dv and Ev have the lowest dipole contribution of their respective protein type. Relative errors were calculated using Eq. 2.

All values given in eV.
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are given both in units of kcal/mol/e and in mV (0.023
kcal/mol/e = 1 mV), and relevant distances from the iron
are given in parentheses with the atom used to mark the
distance noted. Overall, the errors computed (Eq. 2) are
<~0.4 kcal/mol/e (20 mV) unless otherwise noted. The
sequence alignment used for this comparison is shown in
Fig. 2 a.

The backbone contributions to ¢ per residue are very
similar among the four rubredoxins, with the largest contri-
butions and also the largest variations near the iron coordi-
nation sites (Fig. 3 b). The variations here are primarily due
to the orientations of the polar groups with respect to the
iron atom rather than their distances from the iron, and these
variations are subject to large errors (Eq. 2). For instance,
there is a significantly increased contribution in Pf com-
pared to the other rubredoxins because the amide group of
Cys 42 is more oriented toward the Fe compared to the other
three rubredoxins, thus raising ¢ by ~2 kcal/mol/e (90
mV). However, because this group is close to the redox
center (N, 3.62 A), the relative error is large (1.4 kcal/mol/e)
and therefore its contribution may not be significant (see
Discussion). In fact, elimination of this contribution brings
¢ for Pf into better agreement with the redox potentials
(Table 2). On the other hand, there is a structural explana-
tion for the reduction in the backbone contribution from
residues 43 and 44 in Cp, which each have contributions of
~—0.5 kcal/mol/e (—20 mV). In this case, the Val 44 side
chain in Cp occupies more space than the Ala 44 side chain
occupies in the other rubredoxins, thus shifting Val 44 (N,
5.3 A) farther from the iron than Ala 44 (N, 4.9 &) of the
other rubredoxins (Fig. 4) and rotating the backbone car-
bonyl of Gly 43 (C, 4.9 A), a conserved residue.

The polar side-chain contribution to ¢ per residue is
given in Fig. 3 a (note that charged side chains have no
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FIGURE 3  Electrostatic potential at the redox site per residue for C.

pasteurianum (blue), D. gigas (green), D. vulgaris (yellow), and P. furiosus
(red). (a) Polar side-chain contribution. (b) Backbone contribution. The
residue numbers of cysteines which ligate the redox-site iron are indicated
with black dots.
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contribution in this figure). The most notable difference in
the polar side-chain contribution is that residue 5 is a Thr
Oy, 7.8 A) in Cp with a contribution of ~—2 kcal/mol/e
(—100 mV) and a Val in the other three proteins with no
contribution. The other major differences involve changes
of polar to charged or polar to another polar side chain.
Residue 7 is a Thr (O, 8.0 A) in Dv, Dg, and Cp, which has
a negative contribution, whereas it is a Lys in Pf, which
would give a positive contribution. Moreover, the contribu-
tion in Dv and Dg is almost 2 kcal/mol/e more negative than
in Cp, which is caused by a rotation in the position of the Oy
hydrogen closer to the iron in Cp. Residue 22 has a change
in the sign of the contribution because in Dv and Pf there is
an Asn (Cvy, 12.1 A) with a contribution of 1.5 kcal/mol/e
(70 mV) that is replaced in Dg by a Ser with a contribution
of —0.5 kcal/mol/e (—20 mV) and in Cp by an Asp, which
would also be expected to give a negative contribution.
However, the latter is probably too distant to be significant.

Contribution of individual residues for HiPIPs

The residues that have the major polar contributions in the
four studied HiPIPs are described here. The largest varia-
tions in the polar contributions in the four variable regions
are due primarily to insertions and deletions, especially in
VRI1 and VR2 (Figs. 1 b and 2 b). In VR1, the deletion of
residues 10-13 in Eh raises the contribution of Eh by ~5
kcal/mol/e (220 mV) relative to the other HiPIPs. The large
15 residue deletion in VR2 of Rt decreases the contribution
to ¢ in Rt relative to the other HiPIPs by 3—4 kcal/mol/e
(130-170 mV). In general, however, the total variable re-
gion polar contribution is <*6 kcal/mol/le (260 mV),
whereas the total core polar contribution is ~+26 kcal/
mol/e (1130 mV). Moreover, deletions in the protein are
replaced by very polar solvent atoms, the analysis of which
is beyond the scope of this study. As in the rubredoxins, the
largest contributions are near the redox cluster coordination
sites, which are in CR2 and CR3 (Figs. 1 b, 2 b, and 5 b).

The contributions of the core regions allow the four
HiPIPs to be differentiated into two groups, as mentioned
earlier. This differentiation can be seen in both the backbone
and the polar side chains. For instance, the backbone car-
bonyls of residue 42 in Ev (O, 6.2 A) and Eh (O, 6.4 A) are
shifted toward the redox site, relative to Cv and Rt (O, 6.6
A), resulting in a nearly 1-kcal/mol/e (40 mV) decrease in
their contribution to ¢, although the source of the backbone
shift is unclear. However, this residue is very close to the
cubane, which has a radius of ~4 A, and as such has a large
relative error (6 kcal/mol/e, 260 mV) and thus its contribu-
tions may not be significant. However, there are also several
polar side chains in Ev and Eh that have more negative
contributions to ¢ than in Cv and Rt. For instance, at
position 45, Eh and Ev have an Asn (Cy, 9.8 A) that has a
strong negative contribution to ¢ of —2 to —3 kcal/mol/e
(—90 to —130 mV), whereas Cv and Rt have an Asp (which
would also give a negative contribution) and Gly, respec
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FIGURE 4 Stereo view of the backbone from C.
pasteurianum (red) and D. gigas (blue) rubredox-
ins. A licorice-type rendering is used to illustrate
residues 5, 7, and 44 showing the movement of the
amide hydrogen of C. pasteurianum residue 44
farther from the iron (green) due to the larger size
of the Val residue in C. pasteurianum relative to the
Ala of D. gigas (purple). The rotation of the C.
pasteurianum Thr 7 O, hydrogen farther from the
iron is also shown. This figure was generated using
MOLSCRIPT (Kraulis, 1991) and Raster3D (Mer-
ritt and Murphy, 1994).

tively, instead. This Asn 45 has the largest side-chain polar
contribution seen in any of the HiPIPs because of its prox-
imity to the redox site. In addition, two other large contrib-
utors to the negative character of Ev and Eh polar side
chains occur at positions 65 and 82. In Eh, Thr 65 (Ov, 8.5
A) and Ser 82 (0v,9.4 A) each contribute —1.5 kcal/mol/e
(—65 mV), whereas in Ev, Ser 65 and Thr 82 each contrib-
ute —1 kcal/mol/e (—50 mV). Cv has a Gln at position 65
that has a weak positive contribution of 0.5 kcal/mol/e (20
mV) and an Ala at position 82, whereas Rt has a Lys and
Asp, respectively. Further, Rt not only has a Lys at residue
41, whereas the other three have a Gln (C8, 10.3 A) that
contributes —2 kcal/mol/e (70 mV), but also has a positive
contribution of 1 kcal/mol/e (50 mV) from a GIn (C8, 7.0 A)
at residue 48, a position at which all other HiPIPs have
nonpolar residues (Fig. 2 b). In addition, Cv has a strong,
positive contribution of 3 kcal/mol/e (130 mV) from a Gln
at residue 50 (C8, 10.3 A), a position at which all other
HiPIPs have contributions of only 1 kcal/mol/e (40 mV) or
less. Overall, Ev and Eh appear to have similar lower redox
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potentials due to similarities in their core regions, whereas
Cv and Rt appear to have higher redox potentials than Ev
and Eh due to different residues.

DISCUSSION

Calculations of ¢ for homologous Fe-S proteins were used
here to understand the structural origins of redox potentials.
There are two types of contributions to ¢ from the protein:
charge interactions due to charged side chains and polar
interactions from both the backbone and polar side chains.
The largest protein contribution to ¢ comes from residues
with charged side chains; however, there are many indica-
tions that this contribution is dampened by other factors,
including solvation, as outlined in the Introduction. Our
results for rubredoxin suggest that the contributions of

FIGURE 6 Contribution of backbone and polar side-chain groups to ¢ in
the HiPIPs. Groups are smoothly colored from red (negative) to blue
(positive) according to their contribution. (a) C. vinosum (b) R. tenuis (c)
E. vacuolata (d) E. halophila. This figure was generated using MOL-
SCRIPT (Kraulis, 1991) and Raster3D (Merritt and Murphy, 1994).
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charged residues to ¢ are largely reduced by water alone
(Table 1), which is a molecular interpretation of the dielec-
tric screening effects of water. In addition, other factors
beyond the scope of these calculations such as the effect of
counterions may further offset the charged side-chain con-
tribution (Yelle et al., 1995). The other major protein con-
tributions to ¢ are the polar groups. Generally, the contri-
bution to ¢ of only the backbone and side-chain polar
groups appears to correlate with the redox potential, al-
though the magnitudes of the variations in ¢ are'greater, for
both the rubredoxins and the HiPIPs, a finding similar to
that of Churg and Warshel (1986) and Langen et al.
(1992b).

Despite the apparent agreement of the calculated ¢ from
the polar protein groups with the experimental redox poten-
tials, this type of calculation is a qualitative rather than
quantitative prediction of redox potentials because of the
approximations made. First, the energy due to protein re-
laxation upon reduction of the protein is neglected (Shenoy
and Ichiye, 1993), because crystal structures for both oxi-
dation states are available only for Pf rubredoxin (Day et al.,
1992). On the other hand, energy minimization studies of
homologous rubredoxins indicate that the relaxation ener-
gies bring ¢ into even better agreement with the redox
potentials (Swartz and Ichiye, manuscript in preparation).
Molecular dynamics simulations of Cp rubredoxin indicate
an even more dramatic change upon reduction in that water
penetrates near the redox site (Yelle et al., 1995), although
this has yet to be confirmed experimentally. However, crys-
tal structures are studied here because the structures have
errors associated only with the x-ray experiment and not
from inadequacies in a potential energy field, which struc-
tures from energy minimization and molecular dynamics
would reflect. The only part of the CHARMM potential that
is used in these calculations is the partial charges of the
protein, excluding the redox site (and thus, this is also a test
of the partial charges). More generally, entropic and dy-
namic effects are neglected by not using molecular dynam-
ics, but these are likely to be small for the highly homolo-
gous rubredoxins.

Another approximation, which is related to protein relax-
ation, involves electronic polarization. This effect is treated
implicitly via the partial charges in the CHARMM poten-
tial, which were optimized to give good protein structure.
This approach has been highly successful for liquids
(Jorgensen and Swenson, 1985; Jorgensen, 1981), and more
recent studies of ionic solutions with polarizable water
models indicate that electronic polarization is unimportant
unless the charge of the ion is >2 (D. Smith, personal
communication). However, the most effective use of im-
plicit electronic polarization is when nuclear relaxation (i.e.,
protein relaxation) is included.

A final reason that the calculation does not quantitatively
predict redox potentials is the approximate treatment of the
solvent and charged side-chain contributions. The molecu-
lar dynamics simulations of water around the frozen crystal
structure of the protein neglect the dynamics of the protein
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and counterions. However, both the similar size and struc-
ture of the rubredoxins and the lack of correlation of the size
of the HiPIPs with the redox potentials indicate that the
differences in redox potential are not controlled by differ-
ences in the solvent accessibility. Furthermore, the calcula-
tions of the solvent dampening cannot be interpreted as a
complete cancellation of charged side-chain contributions,
but rather as a means of understanding why mutations
involving charged side chains at the surface have so little
effect on observed redox potentials (Shen et al., 1994;
Gleason, 1992; Zeng et al., 1996; Schejter and Eaton, 1984).
In fact, the pH dependence of the redox potentials of redox
proteins, for instance, Pf Rd (Adams, 1992) indicates that
ionizable groups may play a role, which could possibly be
because of local unfolding or protonation of the redox site
or, more simply, because of the electrostatic effect of chang-
ing the net charge of the protein. However, given that
experiments have shown that mutations of charged side
chains at the surface generally have little effect, these cal-
culations show that those few with significant contributions
will be hard to identify because they will involve the bal-
ance between several large effects. Thus, these calculations
further support the idea that polar groups are worth exam-
ining as structural determinants of the overall protein redox
potential and that they are better candidates for mutation as
their contributions are easier to quantify.

Our approximations can be compared with those in other
calculations of redox potentials of Fe-S proteins, such as
those on HiPIPs and ferredoxins (Langen et al., 1992b;
Jensen et al., 1994). Warshel and co-workers generally use
their protein dipole Langevin dipole method, which, unlike
the methods here, includes electronic polarization explicitly.
In addition, the surrounding aqueous environment is treated
as a cubic grid of Langevin dipoles and charged side chains
are neutralized. The protein dipole Langevin dipole method
has not been completely successful in predicting redox
potential trends in the ferredoxins (Jensen et al., 1994);
however, their overall body of work, including studies of
cytochrome ¢ (Churg and Warshel, 1986; Langen et al.,
1992a) and the photosynthetic reaction center (Parson et al.,
1990), seems to indicate the lack of importance of charged
side chains. Our results, using very different potential func-
tions actually support the latter conclusion at least for sur-
face residues. However, perhaps the greatest difference be-
tween this paper and the works of Warshel et al. is that our
focus is on determining specific structural determinants as
opposed to predicting redox potentials. Moreover, the ad-
ditivity of ¢ in our calculations makes it straightforward to
assess the contribution of individual residues and it is thus
complementary to the Poisson-Boltzmann approach used in
programs like DelPhi (Gilson and Honig, 1988), which
would give a better assessment of the total electrostatic
potential including dielectrically screened charged side
chains, although the decomposition of individual contribu-
tions is more difficult.

Despite the fact that the calculations are only qualitative
for the prediction of redox potentials, several important
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conclusions can be made. First, the large overall positive
contribution indicates that the polar groups are highly ori-
ented around the redox site with the positive ends of the
dipoles pointing toward the site, thus stabilizing the net
negative charge on the redox site. Although the contribution
appears larger in rubredoxins than in HiPIPs, the larger
radius of the redox site in the HiPIPs means that the nearest
protein atom is further from the redox-site center and thus
the contribution is attenuated. In addition, structural reasons
for the observed differences in redox potentials among the
homologous rubredoxins and among the homologous HiP-
IPs have been identified.

In the rubredoxins, the structural differences that cause
Cp to have a lower redox potential than Dg, Dv, and Pf are
reflected in ¢. This is apparently due to a backbone shift
caused by the presence of Val at residue 44 in Cp rather than
an Ala as in the other three rubredoxins. Furthermore, of
nine homologous single Fe rubredoxins with sequence and
redox potentials (Table 4), the four (including Cp) with
redox potentials from —61 to —40 mV all have Val at
position 44, and the five (including Pf, Dv, and Dg) with
redox potentials from 0 to ~42 mV all have Ala at position
44. The Heliobacillus mobilis rubredoxin is particularly
striking because it has the least negative charge of all nine
but has a redox potential of —46 mV, whereas the others
with redox potentials near —50 mV tend to have more
negative charges than the ones with redox potentials near 0
mV. Interestingly, the contribution of residue 44 is the
“incipient” hydrogen bond noted by Adman et al. (1975).
Moreover, the poorer results for Pf are likely to be due to the

TABLE 3 Proposed mutations in rubredoxins and HiPIPs
along with their contribution to the electrostatic potential at
the redox site and the proposed direction of the resuitant
change in redox potential

Contribution to

Protein Mutation ¢ (mV) Redox potential

Rubredoxin

Cp Vald44Ala —40* Increase
Cp Thr5Val -100 Increase
Dg*, Dv* Thr7Val -90 Increase
Dv, Pf, Dg Ala44Val +40%* Decrease
Dv* Asn22Leu +70 Decrease
Pft Asn22Leu +70 Decrease
HiPIP

Eb*, Ev* Asn45Leu -90 to —130 Increase
Eh, Ev*, Cv* Gln41Leu -70 Increase
Eh Thr65Val -50 Increase
Ev Ser65Ala —65 Increase
Eh Ser82Ala -50 Increase
Ev Thr82Val —65 Increase
Rt GIn48Leu +50 Decrease
Cv GInS0Leu +130 Decrease

*Total contribution of residues 43 and 44. See Results.

#Involved in intramolecular hydrogen bond. Here, an intramolecular hy-
drogen bond is defined to have a donor-acceptor distance of less than 4 A,
a donor-hydrogen-acceptor angle within 45° of linearity, and a hydrogen-
acceptor-antecedent angle within 80° of linearity.

$Probably too distant (~12 A).
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large error in the backbone contribution of residue 42. The
side chain of Thr 5 in Cp may also play a role in its lower
redox potential, although this is not reflected in the se-
quence data and it is much more distant than the backbone
of residue 44.

Among the HiPIPs, Ev and Eh are lower in redox poten-
tial than Cv and Rt, which is also reflected in the ¢. In fact,
this trend is seen in the ¢ due to the core alone, which
explains why Cv and Rt are alike in their redox potentials,
whereas they are the most different in size (85 vs. 62
residues) of the four HiPIPs studied. This is useful to know
because not only are the loop positions subject to packing
forces in the crystal structures but they may fluctuate in
solution as well. Moreover, it is difficult to predict the
position of engineered loops. The low redox potential of Ev
and Eh is largely due to the presence of polar side chains
with negative contributions to ¢ at residues 45, 65, and 82
in Eh and Ev. In addition, the backbone at residue 42 may
play a role in altering the redox potential, but the source of
the backbone shift has not been identified and the error in
the potentials at this close distance is large. It is also
interesting to note that the conserved NH-S bonds noted in
Backes et al. (1991) give similar contributions and thus do
not contribute to differences within this homologous set, in
agreement with their analysis. Thus, the lower redox poten-
tial of Ev and Eh appears to be due to the more negative
contributions of the polar side chains (and possibly the
backbone) of several residues.

Experimental measurement of the effect of site specific
mutations on redox potentials is a means of verifying our
results. As the residues that contribute most to ¢ among the
two groups of proteins were identified in the previous
section, certain mutations are suggested based on the fol-
lowing rationale. Predictions based on mutations to or from
residues with solvent exposed charged side chains are
avoided because the effects of such mutations have previ-
ously been shown to either not significantly affect redox
potentials if they are close to the redox site (Shen et al.,
1994; Gleason, 1992; Schejter and Eaton, 1984) or to alter
them unpredictably (Zeng et al., 1996). The best choices are
therefore mutations of residues with polar side chains not
involved in intramolecular hydrogen bonding, because it is
difficult to predict the exact position of a mutated side chain
with a nonpolar side chain that is of similar size. In general,
large polar contributions very near to or very far from the
redox site were considered suspect. Close to the redox site,
the differences between homologous proteins were in the
contributions of like backbone groups rather than the sub-
stitution of a polar for nonpolar side chain. However, at
close distances, a slight error in the position or orientation
will lead to large changes in ¢. Therefore, unless some
structural explanation could be found supporting the shift in
the polar group position or orientation, these variations were
viewed as less promising (though still possible) candidates
for mutagenesis. On the other hand, polar contributions very
far from the redox site, generally the substitution of a polar
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TABLE 4 Amino acid sequence alignments, redox potentials (¢°), and net peptide charges of single [Fe] rubredoxins (adapted
from Zeng et al., 1995)

Rubredoxin* Amino acid sequence® %° (mV), Net

1 10 20 30 40 50 NHE charge®
Ccl MQKYVCSVCG YVYDPADGEP DDPIDPGTGF EDLPEDWVCP VCGVDKDLFE PES —-61 -12.0
Cp MKKYTCTVCG YIYNPEDGDP DNGVNPGTDF KDIPDDWVCP LCGVGKDQFE EVEE —57 -9.0
Hm? MKKYGCLVCG YVYDPAKGDP DHGIAPGTAF EDLPADWVCP LCGVSKDEFE PL —46 =5.0
Bm MQKYVCDICG YVYDPAVGDP DNGVAPGTAF ADLPEDWVCP ECGVSKDEFS PEA —40 —9.0
Pf AKWVCKICG YIYDEDAGDP DNGISPGTKF EELPDDWVCP ICGAPKSEFE KLED 0 —8.0
Dv MKKYVCTVCG YEYDPAEGDP DNGVKPGTSF DDLPADWVCP VCGAPKSEFE AA 0 -6.0
Dv (M) MKKYVCTVCG YEYDPAEGDP DNGVKPGTAF EDVPADWVCP ICGAPKSEFE PA +5 -6.0
Dg MDIYVCTVCG YEYDPAKGDP DSGIKPGTKF EDLPDDWACP VCGASKDAFE KQ +6 —6.0
Me MDKYECSICG YIYDEAEGDe DGNVAAGTKF ADLPADWVCP TCGADKDAFV KMD +23, +42 -8.0

L] . . L]

Cl, Chlorobium limicola f. sp. thiosulfatophilum; Cp, Clostridium pasteurianum; Hm, Heliobacillus mobilis; Bm, Butyribacterium methylotrophicum; Pf,
Pyrococcus furiosis; Dv, Desulfovibrio vulgaris, strain Hildenborough; Dv(M), Desulfovibrio vulgaris, strain Miyazaki; Dg, Desulfovibrio gigas; Me,

Megasphaera elsedenii.

#The numbering system for Clostridium pasteurianum rubredoxin is used throughout.
$Net charge of the apoprotein calculated at neutral pH (—1 for D, E, C-terminus; +1 for K, R, N-terminus).

ILee et al., 1995)
o, Cysteine ligands to the Fe; q)}, position of Ala/Val 44.

for nonpolar side chain, are more likely to be screened
dielectrically. Finally, it must be noted that because only
energetic contributions from the existing native crystal
structures have been calculated and because mutations may
cause perturbations of the protein structure, the magnitude
of the changes in redox potential induced by the mutations
cannot be predicted from these calculations.

Candidates for site specific mutagenesis in the rubredox-
ins are given in Table 3 along with their contribution to ¢
and whether they are involved in intramolecular hydrogen
bonds. The best candidate for the source of the 60-mV lower
redox potential of Cp relative to the other three rubredoxins
is the occurrence of Val, rather than Ala, at residue 44, as
this substitution alters the backbone contribution. We there-
fore suggest the mutation of Val 44 to Ala in Cp or Ala 44
to Val in Dv, Dg, or Pf as a test of the importance of this
difference. Another possibility is the occurrence of Thr 5 in
Cp rather than Val, as in the other rubredoxins. Mutation of
Thr 5 to Val should result in an increase in the redox
potential of Cp. Such a mutation also allows one to deter-
mine if the much more distant polar side chain at residue 5
has as much influence on the redox potential as the back-
bone at residue 44. Similarly, the other mutations listed
in Table 3 would also indicate whether these side chains
are too distant to have appreciable effects on the redox
potential.

Candidates for mutations of the HiPIPs are also given in
Table 3. Although insertion and deletion mutants of variable
loop regions are possible candidates, predicting the effects
of such mutations on the redox potential is beyond the scope
of this study, because the loops are likely to be both flexible
and cause differential solvation of the protein. Moreover,
because the core regions have much stronger polar side-
chain contributions than do the variable regions, only point
mutations for the core region will be suggested. Testing the
structural origins of the lower redox potentials of Ev and Eh

is more difficult because they appear to be due to the
generally more negative character of several residues. Fur-
ther, the structural cause of the backbone shift at residue 42
is not clear and residues 45, 65, and 82 are more distant. The
mutations proposed for residues 45, 65, and 82 are the best
candidates for increasing the redox potentials of Ev and Eh.
In addition, other mutations would also affect the redox
potentials, such as replacement of Gln 41 in Eh, Ev, or Cv
with a nonpolar residue, resulting in a relative increase, or
replacement of Gln 48 in Rt and GIn 50 in Cv, resulting in
a relative decrease.

CONCLUSIONS

The results presented here demonstrate that, of the various
contributions to the electrostatic potential at the redox site,
the charged side chain contribution is largely cancelled by
solvent effects in the rubredoxins, and the backbone and
polar side-chain contributions together can explain the dif-
ferences in the experimental redox potentials between the
homologous rubredoxins and between homologous HiPIPs.
For both rubredoxins and HiPIPs, the backbone contribution
is large and positive, indicating that it is polarized around
the redox site. In addition, the residues in the rubredoxins
and the HiPIPs that are responsible for the major variations
in ¢ have been identified. In the rubredoxins, the results
show that the backbone shift due to the presence of Val,
rather than Ala, at residue 44 in Cp is a likely source of its
lower redox potential relative to the other three rubredoxins.
The presence of Thr 5 in Cp rather than Val as in the other
three rubredoxins is also a possible cause, however, this is
not substantiated by other sequence data. Interestingly, in
the HiPIPs, the contribution of the core polar groups appears
to be responsible for the separation in redox potentials
between the two HiPIPs with higher values (Cv and Rt), and
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the two with lower values (Ev and Eh), explaining why the
two HiPIPs with the greatest size difference, namely Cv and
Rt, have similar redox potentials. The lower redox poten-
tials of Ev and Eh, relative to Cv and Rt, appear to be due
to a more negative environment created by several residues
in Ev and Eh as opposed to one or two key residues.
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