
Attentio'n'I's called to the importance of intraclass correlation in various
kinds of survey studies where subsampling or natural clusters may be
present. The problem is analyzed and some examples are taken from
the morbidity data of a study of housing environment and family life.
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N SURVEYS involving natural clusters,I such as families, school classes, sorori-
ties, villages, health districts, and the
like, the problem of intraclass correla-
tion is frequently ignored, with the likely
consequence of overestimating the pre-
cision and statistical significance of re-
sults obtained.
The purpose of this paper is to review

briefly some circumstances in which cor-
relation within clusters has been en-
countered and the various statistical
methods that have been used to deal with
the problem. Special reference will be
made to a study of the housing environ-
ment and family life,*1-4 a longitudinal
assessment of the effects of housing on
morbidity and mental health. In this
study, with which the authors are asso-
ciated, the problem of intraclass corre-
lation arose in the statistical analysis of
morbidity data and made a substantial

* The study was conducted during the
period 1954-1960 at the Johns Hopkins Uni-
versity School of Hygiene and Public Health
where Dr. Wilner and Mrs. Walkley held ap-
pointments. Additional analyses of the data
are currently being made by the authors at
the University of California School of Public
Health, Los Angeles. The study has been
supported by a research grant from the
National Institutes of Health, Public Health
Service, U. S. Department of Health, Educa-
tion, and Welfare.

difference in the interpretation of the re-
sults. The outcome of this analysis is re-
ported in order to call attention to the
importance of considering this useful,
although somewhat burdensome, statis-
tical refinement.

Intraclass correlation or correlation
within clusters is commonly taken into
account in designed sample surveys.
Thus in a housing quality survey of a
city, a two-stage cluster sampling plan
might be adopted. First a random sam-
ple of blocks might be selected, followed
by selection of a random sample of
houses from each sample block. In this
context the block is called the "primary
sampling unit," the individual house is
called a "listing unit" or "subsample
unit." The houses sampled in a block
comprise a "cluster."
Some correlation (similarity) is likely

among the members of a cluster: that is,
the houses in the same block. If houses
on a block were quite homogeneous, this
would be reflected in a high positive
within-cluster correlation coefficient. Or,
in analysis of variance terms, the vari-
ance within the clusters would be small
compared with that between the clusters.
In such a circumstance, the correct sam-
pling strategy would be to take a large
sample of blocks and a very small sub-
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sample of houses within blocks, since in
the homogeneous block one house would
give nearly all the information there is
in that block.
The within-cluster correlation might,

on the other hand, be low positive or
near zero. This would be the case if
there were great heterogeneity within
blocks, so that observation of a single
house would give very little information
about other houses in the block. In this
circumstance, one would wish to obtain
a fairly large sample of houses within a
block, with fewer blocks sampled.

Negative correlation within a block
(or cluster) might arise in some unusual
circumstances. Such would be the case
in a survey of families in which the sex
of the adult members was the variable
of interest. If the sex of the respondent
is male, the sex of the other adult family
member is almost certain to be not male.
Hence there would be a high negative
within-cluster correlation.

Within-cluster correlation when posi-
tive, as is usually the case, has the effect
of deflating the variance of the mean per
individual listing unit as estimated from
the sample variance. To visualize this,
we might think of a sample of 16 houses
taken by simple random sampling from
a city. The estimate of the mean of vari-
able Y, say number of windows per
house, will be IY/16 and the variance
of the mean in the population is esti-
mated by the variance observed in the
sample divided by the sample size, 16,
since the 16 observations are assumed
statistically independent. If, however,
these 16 houses are all in one block se-
lected as a primary sampling unit, they
could, because of within-block correla-
tion, be much more similar to one
another than 16 houses taken at random
from the entire city. The result would be
an underestimation of the variance of
the mean. If the correlation were high,
for instance, these 16 observations would
be nearly equivalent to only one inde-
pendent observation, since all of the 16

would give nearly the same information
about houses in the city generally. Since
the effective sample size in the block
could then be nearer to one than 16, the
true variance of the mean in the popula-
tion might be nearly 16 times as great
as that estimated by the sample variance.
The exact formula for obtaining an un-
biased estimate of the variance of the
mean is:

Var (Y) = NM [1+(M-1)R], (1)

where y is the grand mean of all the
individual observations,
N is the number of clusters, all of size M,
M is the number of individual elements in

each cluster,
S2 is the variance of the individual observa-

tions treated as independent observations
in a simple random sample, and

R is the coefficient of intraclass correlation.
(Formula (1) omits the finite population
correction factor, which is not of interest
in this connection.)

The standard error of the mean would,
of course, be the square root of (1). It
is evident from this relation that use of
the cluster instead of the element as the
primary sampling unit multiplies the
variance of the mean by the factor
[ 1+ (M-1) R]. If R is positive, the vari-
ance is increased; and if R is negative, it
is decreased. With zero R, there is no
change. The amount of change depends
also on the cluster size, M. Large clusters
have a greater effect than small. This
formula is derived and thoroughly dis-
cussed in Cochran,6 section 9.7.
When sample surveys are planned for

a single purpose, such as measurement
of housing quality, interest focuses on
planning an optimum combination of M
and N, cluster size and number of clus-
ters-optimum in the sense of minimiz-
ing the variance of the mean to be esti-
mated. Most of the discussion of intra-
class correlation in references on sample
survey methods5-8 centers on such con-
siderations.

There are, nevertheless, numerous
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studies and surveys, especially in the
public health field, in which the sam-
pling, while primarily simple random
sampling, has multiple purposes and in-
cludes, either inadvertently or unavoid-
ably, data from subclasses or elements of
the primary sampling units. Thus in the
typical household diet or consumption
survey, natural clusters of household
members are present, and estimates of
characteristics per household member
will be subject to the influence of within-
household correlation. Still another com-
ponent of within-household correlation is
added if a single respondent gives in-
formation for all household members.
The single informant could be adding
some adventitious correlation in report-
ing data for other household members.
The Kinsey studies of sexual behavior

of human beings, for example, were be-
set with very considerable natural clus-
tering, as a result of the method of
recruiting volunteer subjects in pre-
existing groups, such as college fraterni-
ties, women's clubs, and the like. Failure
to take -into account probable within-
cluster correlation in most items makes it
most difficult to assess the precision of
the averages obtained and the signifi-
cance of differences observed.9"10

In the study of the housing environ-
ment and family life'-4 the problem
arose because of the multiple levels of
data collection. A sample of 300 families
in substandard slum housing moved into
new public housing of good quality.

forth, were true family observations and
for them the family was the ultimate
sampling unit as well as the primary.
But for some other variables such as
morbidity, the ultimate sampling ele-
ment was the individual family member.
Accordingly, estimates of mean number
of episodes of sickness in test and con-
trol families had to take into account the
possible within-family correlation. More-
over, since the clusters arose "naturally"
rather than by sampling design, they
were of different sizes. Thus M was also
a random variable, making computation
of within-cluster correlations quite com-
plex.
A FORTRAN program was written for

the IBM 7090 computer which:

1. sorts the individual persons into family
clusters and forms a frequency distribution
of the number of families of each size;

2. computes the analysis of variance for
each family size, arriving at the coefficient of
intrafamily correlation via the Fisher-Haggard
formulall;

3. computes the grand mean of the variable
across all families in the sample;

4. computes the ordinary variance of this
mean (treating each individual family mem-
ber as an independent random observation);
and

5. computes the variance of the grand mean
corrected for the intrafamily correlations ob-
served in the sample.

The corrected variance is computed
from a formula derived by J. J.
Gart, for computing convenience, from
Sukhatme5P 267:

Va(r(M- ) 2zY1Y227M12Y12M1Y, + (2;Yi)2MM,2Var (y) = (-Mi))3(2:Mi-1)
These families were matched one for one

to 300 slum families who were eligible
but, because of limitations of the public
housing accommodations, did not get
into the new housing. The "test" and
"control" families were measured on a

large number of variables before and for
several years after the move. Some of
the variables such as housing quality,
social adjustment, style of life, and so

which weights the means of the unequal
clusters by the square of their size.
The Gart-Sukhatme formula does not

explicitly generate the intraclass corre-

lation coefficients. These are computed
from relations given by Fisher and form-
ulated by Haggard" for the case of
clusters of equal size:

MSB-MSWR = MSB+(M-1)MSW'
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where MSB is the mean square between
the classes or clusters, MSW is the mean
square within clusters, and M is the
cluster size (equal for all clusters), in
the usual Analysis of Variance format.

For the case of unequal cluster sizes,
the over-all R can be approximated from
the same formula by replacing M by M,
a mean cluster size calculated from

M I_(2Mmi- '). (4)
How good this plausible approximation
[taken from Snedecor12] is in operation
has not been investigated. In our com-
putations it sometimes resulted in good
agreement with the Gart-Sukhatme re-
sult for Var (y), sometimes not. Hence
it seems advisable to use the Gart-
Sukhatme formula for computing the
variance of y and the Fisher-Haggard
analysis of variance for computing the
individual intraclass correlations.

Table 1 shows a specimen page of
computer output. This computation was
for males under age 20 in the Test sam-
ple. A total of 412 individuals were in
this sample, which included 108 families
with only one male member under 20, 67
families with two such members, 39
clusters of three members, and so forth.
The intraclass correlations for each size
of within-family cluster are shown. At
bottom are given the grand mean and its
variance (0.0117), taking into account
the increase due to the within-cluster
correlation. Also shown, for comparison,
is the variance of the grand mean
(0.0072) as it would appear if computed
without accounting for the within-cluster
correlation.

In Table 2 the correlation coefficients
are shown for test and control families
before and after the housing move, for
two main morbidity variables: total epi-
sodes of illness (during a 12-month
period) and total days of disability.
These are for the subclass of family
members under 20 years old, separated
by sex. In the "before" period, the test
families with a single male under 20

numbered 108, and of course the within-
family correlation was zero for these
solitaires. There were 67 families con-
taining clusters of two males, and they
generated a correlation coefficient of
0.504. The 39 clusters of size 3 had
R=0.526, and the eight size 4 clusters
had R=0.612. Throughout the table
similarly substantial positive coefficients
are seen, indicating that a considerable
shrinkage of effective sample size and
consequently of precision can be antici-
pated. These coefficients, generally in the
vicinity of 0.50, indicate that about
(0.50)2 or 25 per cent of the variance of
a random family member's morbidity is
predictable from the morbidity of his
age-sex similars in his family.

These rather high correlations are not
particularly astonishing in view of the
fact that a large proportion of sickness
in the younger ages is due to contagious
infections, which add some "direct
cause" correlation to the indirect corre-
lation that would be normally expected
within closely associated groups. In older
age classes, e.g., 20 to 60, males, the
within-family correlation had much less
effect, since there were so few families
containing more than one male 20 to 60
years old.

Confidence intervals can be formed
for these estimates of R, using tables
supplied by Haggard.'1 For example, the
90 per cent confidence interval for the
R=0.504 of Table 2, I., cluster size
M=2, would be 0.36 to 0.66. For the
less numerous family clusters of size 4,
the 90 per cent confidence limits around
R=0.612 would be 0.33 and 0.81. It is
seen that even with the smaller fre-
quencies of the larger clusters, the lower
limit of the estimate of R is definitely
not negligible.

Sukhatme"P " mentions that the size
of R usually diminishes as cluster size
increases. This may be true for ran-
domly formed (as in census surveys)
clusters, but for the family, as an exist-
ing natural cluster, this attenuation does

JULY, 1963 ills
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not appear to occur. The correlation co-
efficients observed are quite variable for
the larger cluster sizes, because of small
frequencies, but generally hold up in
magnitude. An interesting exception is
that in a few instances in which rather
large clusters of six or seven individuals
in the same family were observed, the
correlation was negative, suggesting
some confusion in our definition of
"family." These turned out to be house-
holds shared by more than one family.

Table 3 shows the effects of these
same within-family correlations on the
variance of the estimated mean and on
the t-test comparison of the test vs. con-
trol means. The means are, of course,
fairly precise because of the large sam-
ple sizes, but their variances are
markedly inflated (generally about
doubled) by the within-family correla-
tion. This has the consequence of
shrinking the t-ratio for the test-control
difference by about one-fourth, which is
sufficient in two out of three instances to
change the interpretation from "signifi-
cant difference" to "no difference ob-
served."

Discussion

Similar problems of correlation within
naturally occurring clusters occur in
many kinds of experiments and surveys.
In a survey of blood types of Basques in
Idaho,13 a large sample of 165 persons
was collected, who on their genealogies
turned out to be so consanguineous that
they really represented something like
only 25 independent "natural" clusters.
The correlation within these clusters was
somewhat awkwardly taken into account
by computing a coefficient of relation-
ship'4 and then randomly drawing a
single person from each cluster showing
significant relationship.

Longitudinal studies of growth char-
acteristically face a similar problem.
Successive measurements of a growing
child, for example, are likely to be cor-

related. In a sense, the child is the
primary sampling unit and his M suc-
cessive observations form a cluster of M
elements. The variance of estimates
made from such data has been treated
under the headings of "serial correla-
tion"15 and "sampling on successive oc-
casions."6'7'1 Tanner'7 has offered an
analytical model for the typical mixed
longitudinal growth study in which dif-
ferent children are observed for different
lengths of time, with replacement and
overlapping. Some of the restrictions and
limitations of the Tanner approach have
been relieved by a more general model
developed by Henderson, et al.'8
Terzaghi'9 has developed a FORTRAN
routine that makes the Henderson model
usable by committing the heavy arith-
metic to the electronic computer.
Haggard in a recent monograph"

shows the relationship of intraclass cor-
relation to the analysis of variance, tak-
ing up where Fisher20 left off. Numerous
examples are shown of applications in
psychology, education, etc., where such
problems are encountered as the scores
of a given pupil (a cluster) on each of
several tests (elements).
Numerous other areas of biometric

investigation encounter problems of in-
traclass correlation, notably genetic and
plant and animal breeding experiments,
and appropriate statistical methods have
been developed for their handling.21-26

Summary

Attention is called to the importance
of intraclass correlation in various types
of survey studies in which subsampling
or natural clusters may be present. The
presence of any substantial positive cor-
relation within clusters may have a large
effect on the variance of the estimated
mean per individual. Ignoring of the
intraclass correlation can lead to errone-
ous conclusions. A FORTRAN program is
now available for the heavy computa-
tions involved in estimating and correct-

VOL. 53, NO. 7, A.J.P.H.ill
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ing for initraclass correlations. Some ex-
amples of intraclass correlation coeffi-
cients and their effect on the variance of
the mean are taken from the morbidity
data of a study of housing environment
and family life.
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