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INCREASING THE VARIABILITY OF RESPONSE
SEQUENCES IN PIGEONS BY ADJUSTING

THE FREQUENCY OF SWITCHING
BETWEEN TWO KEYS
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Three experiments compared the amounts of behavioral variability generated with two reinforcement
rules. In Experiments 1 and 2 pigeons received food whenever they generated a sequence of eight
pecks, distributed over two keys, provided that the sequence contained a certain number of change-
overs between the keys. Although no variability was required—the birds could obtain all reinforcers
by repeating the same sequence—the pigeons emitted a large number of different sequences. In
Experiment 3 pigeons received food whenever they generated a sequence that had not occurred
during the last 25 trials. After prolonged training, the birds showed more sequence variability than
in the first two experiments. The analysis of the internal structure of the response sequences revealed
that, in general, (a) the location of the first peck was highly stereotyped; (b) as the trial advanced,
the probability of switching to the initially preferred key decreased whereas the probability of switch-
ing to the other key increased; and (c) a first-order Markov chain model with transition probabilities
given by a logistic function accounted well for the internal structure of the birds’ response sequences.
These findings suggest that, to a large extent, the variability of response sequences is an indirect
effect of adjustments in changeover frequency.
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When a class of responses is reinforced, the
distributions of force, duration, latency, lo-
cation, and topography across the members
of the class typically become less variable (for
a review see, e.g., Boulanger, Ingebos, Lahak,
Machado, & Richelle, 1987). But reinforce-
ment may also promote and maintain varia-
tion within and between response classes. For
example, when porpoises received food for
generating behavior that experienced train-
ers had not seen before, they produced new
and highly variable behavior (Pryor, Haag, &
O’Reilly, 1969). Similarly, when pigeons re-
ceived food for generating sequences of eight
left or right choices, provided that such se-
quences had not occurred during the last 25
trials, they produced high degrees of se-
quence variability (Page & Neuringer, 1985).
Similar results have been reported with dif-
ferent procedures, animal species, and re-
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sponse topographies (e.g., Blough, 1966; Bry-
ant & Church, 1974; Hest, Haaren, & Van de
Poll, 1989; Machado, 1989, 1992, 1993; Mor-
gan & Neuringer, 1990; Morris, 1987, 1989;
Neuringer, 1991; Schoenfeld, Harris, & Farm-
er, 1966; Shimp, 1967). Taken together, the
two sets of studies suggest the following gen-
eralization: When reinforcement is contin-
gent on response variation, response variabil-
ity increases; when reinforcement is not
contingent on response variation, response
variability decreases.

However, it is still unclear how animals
come to behave variably when reinforcement
depends on response variability. According to
one viewpoint, animals are directly sensitive
to the variability requirements of the task.
Thus Page and Neuringer (1985) suggested
that when pigeons receive food for generat-
ing novel response sequences, an internal
variability generator is activated and its out-
put is tuned to the degree of variability de-
manded by the schedule. In the same vein,
Stokes (1995) suggested that rats in a new
task learn new classes of responses and how
much variability to sustain within each class.
A second viewpoint suggests that, at least in
some of the studies mentioned above (e.g.,
Bryant & Church, 1974; Hest et al., 1989; Ma-
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chado, 1989, 1992, 1993; Morgan & Neurin-
ger, 1990; Page & Neuringer, 1985), response
variability may have been a derivative of more
fundamental processes. The nature of these
processes and how they might engender re-
sponse variability as one of their by-products
is best illustrated by an example.

In Page and Neuringer’s (1985) study, pi-
geons received food whenever they emitted
an eight-peck sequence that had not oc-
curred during the last 25 trials. This rein-
forcement rule instantiates two contingen-
cies, one on sequence variability and the
other on the behavior of switching between
the two keys. The contingency on switching
takes place because reinforced sequences are
more likely to contain an intermediate num-
ber of changeovers (i.e., three or four) than
too many (e.g., seven) or too few (e.g., zero).
This bitonic relation between the number of
changeovers per sequence and the probabil-
ity of reinforcement holds because there are
more eight-peck sequences with three or four
changeovers than with any other number.
Hence, the schedule used by Page and Neu-
ringer not only reinforces sequence variabil-
ity but also could shape the total number of
changeovers per sequence towards interme-
diate values.

But how could response variability emerge
from the simple effects of the schedule on
changeover frequency? The question is per-
tinent because the relation between the fre-
quency of switching and sequence variability
is asymmetric: To generate variable sequences
of choices one must switch between the re-
sponse alternatives, but the converse is not
necessarily true, because one can switch be-
tween the alternatives without generating
variable sequences. However, the hypothesis I
entertain here states that, for reasons identi-
fied below, the birds in Page and Neuringer’s
task may have been unable to reproduce
eight-peck sequences with three or four
changeovers (the sequences most likely to
yield food) without simultaneously varying
the location of the changeovers within the se-
quence and consequently without varying
their response sequences.

Several reasons may explain why, in the ab-
sence of external cues, pigeons and rats do
not switch at the exact same locations in a
sequence of eight choices. First, the compo-
nents of the sequence, left and right key

pecks or lever presses, are similar response
events and consequently some generalization
between them is likely to occur. Second, if a
changeover after the first response (e.g.,
LRRRRRRR) is easy to learn, a changeover
after seven responses (e.g., LLLLLLLR) is
not, because the stimulus control function of
number of responses, or elapsed time, shows
increased variance as number or time increas-
es (for a review see, e.g., Gallistel, 1990).
Third, the occasional reinforcement of se-
quences that contain different numbers of
changeovers may reduce the tendency to al-
ways produce three or four changeovers per
sequence. I refer to these reasons collectively
as limitations of stimulus control.

In summary, the approaches outlined
above differ in how they conceptualize the re-
lations between sequence variability and
switching or changeover behavior. One ap-
proach implies that in Page and Neuringer’s
(1985) and similar studies the animals
learned to vary their behavior and, as a con-
sequence, most of their sequences contained
three or four changeovers; the other implies
that the animals learned to generate sequenc-
es with three or four changeovers and, as a
consequence of stimulus control limitations,
they also generated a high degree of se-
quence variability. In the former case, vari-
ability is fundamental, whereas the pattern of
changeovers is a derivative; in the latter case,
the frequency of switching and limitations of
stimulus control are fundamental, whereas
variability is a derivative.

The two viewpoints are not mutually exclu-
sive. For example, pigeons and rats may be
sensitive to both the variability requirements
of the task, particularly when the response se-
quences are short and easily discriminable
from one another, and the switching require-
ments, particularly when the sequences are
long. In other words, pigeons and rats may
discriminate that reinforcers are more likely
to follow different sequences as well as se-
quences that contain an intermediate num-
ber of changeovers. If the preceding view-
point is correct, then only empirical analyses
can reveal how much each process contrib-
utes to a specific outcome. The present set of
experiments initiated these analyses.

In Experiments 1 and 2 I asked how much
sequence variability is generated when rein-
forcement depends exclusively on the num-
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ber of changeovers in an eight-peck se-
quence. In both experiments, all reinforcers
could be obtained by emitting only one se-
quence, which means that response variabil-
ity, although permitted, was not required. My
prediction was that because of the limitations
of stimulus control mentioned above, se-
quence variability would be substantial, par-
ticularly when the distribution of switches was
shaped towards the intermediate values of
three or four. In order to assess the signifi-
cance of the amounts of behavioral variability
obtained in the first two experiments, Exper-
iment 3 reproduced the conditions that in
Page and Neuringer’s (1985) study generated
the highest degree of sequence variability. Ex-
periment 3 provided a baseline against which
the results from Experiments 1 and 2 could
be compared.

Another goal of the present study was to
characterize the serial structure of behavior
in schedules that promote response variation.
How sequences of behavior are internally or-
ganized remains a relatively neglected topic
of research, presumably because experiment-
ers have been concerned mainly with global
effects (e.g., does variability increase when re-
inforcement depends on variability? How is
the degree of behavioral variability affected
by the type of reinforcement schedule?). Yet,
the analysis of the serial order of behavior
should help us to identify the processes that
are responsible for maintaining behavior in a
more or less variable condition. For example,
if one finds that behavior, although highly
variable, departs systematically from random-
ness (i.e., it contains some structure), then
the type of structure will provide clues to the
principles of serial order in behavior. Hence,
the second part of this study analyzes the in-
ternal structure of the response sequences
generated in switching-based (Experiment 2)
and variability-based (Experiment 3) sched-
ules of reinforcement.

EXPERIMENT 1

In the first experiment, reinforcement was
contingent on minimal amounts of switching.
Specifically, pigeons received food whenever
they generated eight-peck sequences with at
least one (Group 1) or two (Group 2)
changeovers between two response keys.
Three reasons motivated the experiment.

First, when pigeons and rats are trained to
vary their sequences of choices and then re-
ceive the same amount of food without any
variability constraint (yoked control proce-
dure), their initially variable behavior gradu-
ally converges to the homogeneous patterns
‘‘all choices on the left’’ or ‘‘all choices on
the right’’ (Hunziker, Saldana, & Neuringer,
1996; Machado, 1989, 1992, 1993; Page &
Neuringer, 1985). Second, in my previous
studies on behavioral variability, I observed
that during the first session of variability
training pigeons lose most of the available re-
inforcers because they frequently repeat
these two homogeneous patterns. Third, even
when behavior is variable, it is not uncom-
mon to see that the patterns with zero or one
changeover outnumber the patterns with
more changeovers (e.g., Hunziker et al.,
1996, Figure 4). Not surprisingly, perhaps,
the patterns with zero or one changeover
have greater unconditional strength and are
more sensitive to reinforcement than other
patterns. Hence, the first experiment was ar-
ranged to investigate how much sequence
variability would be generated if all but these
patterns were reinforced. If stimulus control
is reduced as the birds switch more frequently
between the keys, then sequence variability
should be substantial even if all reinforcers
could be obtained by repeating only one se-
quence.

METHOD

Subjects

Five experimentally naive pigeons (Columba
livia) and 2 with previous experience in an
autoshaping study participated in the exper-
iment. The birds were housed in individual
home cages, with water and grit continuously
available, but with no dark-light cycle in ef-
fect. Throughout the experiment the birds
were maintained at 80% of their free-feeding
body weights.

Apparatus

A standard experimental chamber for pi-
geons from Med Associatest was used. The
front aluminum panel contained three keys
centered on the wall, 2 cm in diameter, 22
cm above the floor, and 8 cm apart, center to
center. The keys could be illuminated from
behind with red light. Because the right key
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was not used during the present experiments
it was covered with black tape. Directly below
the center key and 4 cm from the floor was
a hopper opening (6 cm by 7 cm). The bird
had access to mixed grain when the hopper
was raised and illuminated with a 7.5-W white
light. On the back wall of the chamber, an-
other 7.5-W houselight provided general il-
lumination. An outer box equipped with a
ventilating fan enclosed the experimental
chamber. All events were controlled by a per-
sonal computer.

Procedure

The birds learned to peck the keys through
a modified autoshaping procedure. After vari-
able intertrial intervals (M 5 60 s) during
which the houselight was on, one of the two
keys was randomly selected and lit. If no peck
occurred for 6 s, the lit key was turned off
and food was presented for 3 s; a peck at the
lit key provided food immediately. During
food presentations, the keylights and the
houselight were turned off and the hopper
light was lit. After three or four sessions, all
birds pecked the keys reliably.

During the experiment proper, each daily
session was divided into trials, and each trial
began with the illumination of the houselight
and both keylights. A peck at either key
turned both keylights off and initiated a 0.4-s
interpeck interval. Pecks during this period
reset the timer for the interval but had no
other scheduled consequences. After 0.4 s
without a peck, both keys were illuminated
again and the procedure was repeated for a
total of eight pecks. After the eighth peck,
either a 3-s timeout, during which all lights
were off, or 3 s of access to food followed;
then, a new trial began. Sessions ended after
100 trials or 50 reinforcers, whichever oc-
curred first.

The 7 birds were assigned randomly to two
groups, with the constraint that the two ex-
perienced birds had to be in different groups.
In Group 1 (Birds 5291, 1782, 10798, and
10405), all eight-peck sequences with more
than zero changeovers (i.e., all sequences ex-
cept LLLLLLLL and RRRRRRRR) were re-
inforced. In Group 2 (Birds 2186, 25433, and
5269) all sequences containing more than
one changeover were reinforced (of the total
256 eight-peck sequences, two contained zero
changeovers and 14 contained one). The ex-

periment lasted at least 15 sessions and until
the proportion of sequences that were rein-
forced showed no consistent trend for five
consecutive sessions. The total number of ses-
sions varied across birds from 15 to 25.

RESULTS AND DISCUSSION

Most sessions except the first ended before
the 60th trial. Therefore, to make the present
results directly comparable to those of Exper-
iment 3 and to previous studies, only the data
from the first 50 trials of each session were
analyzed. In addition, because there were no
significant differences between the two ex-
perimental groups, the results are presented
without reference to the group membership
of each bird. Unless otherwise stated, all anal-
yses are based on the last three sessions of
training.

The top panel of Figure 1 shows each bird’s
average proportion of reinforced sequences.
For all birds except 10798, more than 95% of
the sequences were reinforced, which implies
that the number of changeovers per se-
quence was at least equal to the minimum
required by the reinforcement schedule. The
middle panel shows the averages of the num-
ber of changeovers per sequence. Clearly, all
birds switched significantly more frequently
than the minimum required to obtain food.
Moreover, for 6 birds the average number of
changeovers was above the value predicted by
random responding. Hence, not reinforcing
the patterns with zero changeovers, or with
zero and one changeovers, was sufficient to
generate a high frequency of switching be-
tween the keys.

The bottom panel of Figure 1 shows the
average proportion of different sequences
generated by each bird. A proportion of .6,
for example, means that during the first 50
trials the bird emitted 30 different sequences
on average. All birds generated a substantial
number of different sequences (M 5 34.5)
even though only one was required to obtain
food. However, the amount of sequence vari-
ability was consistently below the lower limit
of the 95% confidence interval predicted by
random responding (the Appendix derives
the predictions for random responding).

Figure 2 shows that the high frequency of
switching observed at the end of training was
a true schedule effect. As predicted, during
the first session the birds tended to generate
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Fig. 1. Top: the horizontal lines show the proportions
of reinforced sequences predicted by random respond-
ing for Groups 1 (.99) and 2 (.94). Middle: the horizontal
line shows the value of 3.5 switches per sequence pre-
dicted by random responding. Bottom: the solid and dot-
ted lines show the average proportion of different se-
quences and the 95% confidence interval predicted by
random responding. The dark bars show averages across
birds. All data come from the first 50 trials of the last
three sessions of Experiment 1.

sequences with few or no changeovers, but by
the last day all distributions had shifted con-
siderably to the right. The average curves in
the bottom right panel summarize the effect.

In conclusion, when reinforcement de-
pended on minimal amounts of switching per
eight-peck sequence, the birds switched sub-
stantially more frequently than required and
earned most of the available reinforcers. With
the increased frequency of switching came a
substantial amount of sequence variability, de-
spite the fact that variability was not required
to obtain food. The switching distributions
also suggest that sequence variability was not
more substantial because the birds switched
too much; as the number of changeovers in-
creases from four to seven, the number of
different sequences is reduced from 70 to
two.

EXPERIMENT 2

The purpose of Experiment 2 was to repro-
duce more closely the contingencies on
switching behavior that are embedded in
most variability-inducing schedules. Thus, in
Page and Neuringer’s (1985) and similar
studies, sequences with zero or seven change-
overs are differentially extinguished when
they occur frequently because only four dif-
ferent sequences can be produced with that
number of changeovers. For similar reasons,
sequences with one and six changeovers may
be reinforced less often than sequences with
two and five changeovers. More generally, the
reinforcement rule in variability-inducing
schedules should shape the distribution of
switches towards intermediate values. When
the birds emit sequences predominantly with
three or four changeovers they are able to
generate a substantial number of different se-
quences and collect most of the available re-
inforcers.

An earlier experiment by Bryant and
Church (1974) also shows how an adequate
shaping of switching behavior may generate
high levels of response variability. In a two-
choice situation, one group of rats received
food with a probability of .75 every time they
switched levers and with a probability of .25
every time they repeated the preceding
choice. In two other groups these probabili-
ties were .5/.5 and 1/0, respectively. The au-
thors found that the rats in the .5/.5 group
tended to persevere on one lever, those in the
1/0 group alternated frequently, and those in
the .75/.25 group generated random-like be-
havior. These results suggest that response
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Fig. 2. Relative frequency distributions of the number of switches per sequence for each pigeon. The filled and
open circles correspond to the first and last sessions of training, respectively.

variability may be increased if the reinforce-
ment contingencies favor to some extent the
rat’s nonpreferred response alternative
(switching).

Hence, in Experiment 2 I attempted to
shape a binomial distribution of switches cen-
tered around 3.5, the distribution predicted
by random responding. Sequences with too
few or too many changeovers were less likely
to be reinforced than were sequences with an
intermediate number of changeovers. Hence,
as in Experiment 1, reinforcement depended
exclusively on the number of changeovers

per eight-peck sequence and not on variabil-
ity. If sequence variability is indeed a by-prod-
uct of switching, then it should increase as
the number of sequences with three and four
switches increases.

METHOD

Subjects and Apparatus

The birds, housing conditions, and exper-
imental chamber were the same as in Exper-
iment 1.



7SWITCHING AND VARIABILITY

Fig. 3. Top: average proportion of reinforced se-
quences for each bird. The horizontal line shows the pro-
portion predicted by random responding. Middle: aver-
age number of switches per sequence. Bottom: average
proportion of different sequences. The data are from the
last six sessions of Experiment 2. The dark bars show the
group medians.

Procedure

All procedural details remained the same
except that the probabilities of reinforcement
varied with the number of changeovers per se-
quence according to a binomial distribution:
Sequences with zero or seven changeovers
were reinforced with a probability of .03, se-
quences with one or six were reinforced with
a probability of .2, sequences with two or five
were reinforced with a probability of .6, and
sequences with three or four were reinforced
with a probability of 1. These values are pro-
portional to the total number of sequences
that can be generated with a given number of
switches. Thus, a total of 2, 14, 42, and 70 se-
quences are possible with 0, 1, 2, and 3
changeovers, respectively. With the probability
of reinforcement equal to 1 for sequences with
three changeovers, the remaining values were
automatically set. The probabilities of rein-
forcement following the sequences with 4, 5,
6, and 7 changeovers preserved the symmetry
of the binomial distribution.

Each session ended after 50 trials, and the
experiment lasted 20 sessions for Bird 1782
and 25 sessions for the remaining birds. Al-
though the number of reinforced sequences
stabilized before 20 or 25 sessions, the addi-
tional sessions were conducted to collect the
amount of data necessary to analyze the in-
ternal structure of the sequences.

RESULTS AND DISCUSSION

Preliminary analyses of the results revealed
no significant differences between the data
from the last three and the last six sessions.
For this reason, the data from the last six ses-
sions of training are reported. The top panel
of Figure 3 shows that 5 birds collected al-
most as many reinforcers as those predicted
by random responding (birds’ average 5
0.74; random 5 0.77), but 2 birds earned less
than 35% of the total reinforcers. Given this
large difference between the two sets of birds,
the median of all scores was selected to char-
acterize the birds’ performance. The middle
panel of Figure 3 shows that, compared to
Experiment 1, the average frequency of
switching for all birds (except 2543) was re-
duced. For Birds 10405, 1782, 5291, and 2186
the average was between three and four
switches, the optimal values; for Bird 2543 the
average remained high at 4.3 switches, and

for Birds 10798 and 5269 switching decreased
markedly to average values less than 1.5. In-
terestingly, the behavior of these 2 pigeons
changed gradually, in one case after nine ses-
sions during which the average switching fre-
quency was 2.5 (Bird 10798), and in another
case after eight sessions during which the av-
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erage was 3.5 (Bird 5269). Both birds showed
the terminal performance for more than 10
consecutive sessions.

The bottom panel of Figure 3 shows the
proportion of different sequences generated
by each bird. As one might have guessed from
the preceding results, Birds 10798 and 5269
generated less than 40% of different sequenc-
es (in Experiment 1 both had generated
more than 60%); for Birds 2543 and 2186 the
proportion of different sequences decreased
by about .1, for Birds 10405 and 1782 it in-
creased by about .05, and for Bird 5291 it re-
mained constant. Overall, variability de-
creased from Experiment 1 to Experiment 2
(the median proportion of different sequenc-
es, for example, decreased from .69 to .61).

In conclusion, at the end of Experiment 1
the birds were switching more often than pre-
dicted by random responding, and presum-
ably for that reason the variability of their re-
sponse sequences was not more substantial.
Experiment 2 was implemented to increase
sequence variability by reshaping the distri-
bution of switches to intermediate values.
The results show that 5 pigeons generated se-
quences with an average number of switches
close to 3.5, the value predicted by random
responding, but, contrary to my prediction,
their behavior did not become more variable.
For 2 other birds, the frequency of switching
decreased so much that most reinforcers
were lost, and the variability of their response
sequences was greatly reduced. The reasons
for the maladaptive behavior of these birds
remain unclear.

In one respect, however, Experiment 2 cor-
roborates the findings of Experiment 1,
namely, that a substantial amount of se-
quence variability may be achieved by rein-
forcing the behavior of switching. In fact, the
birds that switched three or four times per
sequence on the average generated more
than 30 different sequences for 20 or more
consecutive sessions, even though only one
sequence was required to obtain food. I will
return to the results of Experiment 2 in a sub-
sequent section concerned with the analysis
of the internal structure of the response se-
quences.

EXPERIMENT 3
The first two experiments were predicated

on the assumption that the variability ob-

served in some earlier studies (e.g., Bryant &
Church, 1974; Hest et al., 1989; Machado,
1989, 1992, 1993; Morgan & Neuringer, 1990;
Page & Neuringer, 1985) may have been due
largely to the effects of reinforcement on
switching, not to the reinforcement of vari-
ability per se. The results presented in Fig-
ures 1 and 3 show that simply by adjusting
the frequency of switching between the two
keys, as many as 30 to 35 different sequences
may be generated during 50 trials. To assess
the significance of these values, Experiment
3 reproduced the conditions that in Page and
Neuringer’s (1985) study generated the high-
est degree of sequence variability. If the
amount of variability observed when the re-
inforcement rule is defined in terms of
switching frequency (Experiments 1 and 2)
matches the amount of variability observed
when the reinforcement rule is defined in
terms of sequence variability (Experiment 3),
then one is more inclined to believe that se-
quence variability is not directly reinforced,
or, equivalently, that sequence variability is a
by-product of other processes. On the other
hand, if the results show that when variations
are explicitly reinforced, sequence variability
is greater than when switching is reinforced,
then the difference between the amounts of
variability observed under the two conditions
will help to quantify the specific effects of the
contingencies of reinforcement on response
variation.

Experiment 3 also provided the data that
allowed a comparison of the structure of the
response sequences observed in switching-
based and variability-based schedules of re-
inforcement. If that structure proves to be
very similar in the two tasks, there is reason
to believe that the same behavioral processes
underlie both types of performance.

METHOD

Subjects and Apparatus
Five experimentally naive pigeons (Columba

livia) participated in the experiment. The
housing conditions remained as in Experi-
ment 1. Two experimental chambers were
used, the one used in Experiments 1 and 2
and another identical one. Birds 9393 and
5320 were studied in the new chamber.

Procedure
All birds learned to peck the keys using the

autoshaping training described in Experiment
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1. The experiment proper followed an ABA
design. During the A, or VAR, phases, rein-
forcement followed each eight-peck sequence
that had not occurred during the last 25 trials.
For example, if the bird produced the se-
quence LLRLLLRR on Trial 35, it received
food if that sequence had not occurred on Tri-
als 10 to 34. If the sequence repeated any of
the last 25 sequences, a timeout occurred.
Starting with the second session, the last se-
quences of the previous session were used to
decide whether to reinforce the first sequenc-
es of the new session. Thus, the first sequence
of each session was compared with Sequences
50, 49, . . ., 26 of the previous session; the sec-
ond sequence was compared with the first one
and with Sequences 50, 49, . . ., 27 of the pre-
vious session, and so on. During the very first
session the computer generated 25 sequences
randomly to simulate the previous session.

Phase B, or NoVAR, was a self-yoked con-
dition wherein variability was permitted but
not required to obtain food (Page & Neurin-
ger, 1985). Specifically, if the first VAR phase
lasted for, say, 20 sessions, then the first ses-
sion of NoVAR reproduced the order of re-
inforced and unreinforced trials of Session
15. That is to say, if during Session 15 rein-
forcement occurred on Trials 1, 3, and 5 and
a timeout occurred on Trials 2, 4, and 6, then
the same sequence of outcomes occurred on
the first session of NoVAR, regardless of the
bird’s pattern of behavior. The second session
of NoVAR reproduced the sequence of out-
comes of Session 16, the third session those
of Session 17, and so on, with the seventh
session of NoVAR reproducing again the se-
quence of outcomes of Session 15. Thus, each
session during NoVAR reproduced the se-
quence of outcomes of one of the last six ses-
sions of the preceding VAR phase. After the
NoVAR phase, the birds were reexposed to
the VAR condition.

Each phase lasted until the proportions of
reinforced and different sequences showed
no consistent trend for five consecutive ses-
sions. This criterion yielded 57 to 61 sessions
during the first VAR phase, 11 to 19 sessions
during NoVAR, and 12 to 29 sessions during
the second VAR phase. All other procedural
details remained as in Experiment 2. Data
analyses are based on the last six sessions of
each phase.

RESULTS AND DISCUSSION

Figure 4 shows that during the first VAR
condition the proportions of reinforced trials
ranged from .50 to .69, with an average of .60.
The self-yoked condition forced the same val-
ues during NoVAR. During the second VAR
condition, more trials ended with food and
the proportions ranged from .61 to .78, with
an average of .72. Despite the improvement
in performance in the last phase, the pro-
portion of reinforced trials was always signif-
icantly below the value expected from ran-
dom performance.

Figure 4 also shows that when reinforce-
ment required response variation, switching
was more frequent than when reinforcement
required no variation. On the other hand,
the differences between the two VAR condi-
tions were not large (average difference, .24;
range, 2.16 to 1.57). In all conditions, the
average number of changeovers per sequence
was always below the value predicted by ran-
dom responding.

Figure 4 also shows the proportion of dif-
ferent sequences generated by each bird.
Three features of the data are noteworthy.
First, sequence variability was more substan-
tial when variability was required (VAR) than
when it was simply permitted (NoVAR). This
result agrees with previous findings (e.g., Ma-
chado, 1989; Page & Neuringer, 1985). Sec-
ond, variability increased from the first to the
second VAR phase, with the size of the effect
varying from slight (Birds 10097 and 5320)
to substantial (Bird 9393) (average differ-
ence, .11; range, .03 to .24). Third, the levels
of variability during the VAR phases (.64 and
.74) were always below the values predicted
by random responding.

Experiment 3 implemented the reinforce-
ment rule that in Page and Neuringer’s
(1985) study generated the highest degree of
sequence variability, but it did not yield the
same outcome. In fact, Page and Neuringer
obtained an average of 85% of different se-
quences, whereas Experiment 3 obtained
only 64% (first VAR) and 74% (second VAR
phase). One reason for this difference may
be that in Page and Neuringer’s study the
high variability requirement—each sequence
had to differ from the last 25—was intro-
duced only after the birds had experienced
less stringent requirements (initially each se-
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Fig. 4. The average proportion of reinforced se-
quences (top), the average number of switches (middle),
and the average number of different sequences (bottom)
obtained in Experiment 3. For each bird, the left and
right open bars show the results from the first and last
VAR phases, respectively; the dark bar shows the data
from the NoVAR phase. The three rightmost columns
show averages across birds. All data come from the last
six sessions of each phase. The horizontal lines show the
average (solid) and the 95% confidence interval (dotted)
predicted by random responding.

quence had to differ from the last 5, then 10,
and then 15 preceding sequences). The hy-
pothesis that a gradual increase of the vari-
ability requirement leads to more variation
than a nongradual increase remains to be
tested.

The degrees of variability observed in Ex-
periment 3 (64% and 74%) were close to the
degree observed in Experiment 1 (69%) and
were slightly greater than the median value
obtained in Experiment 2 (61%). However,
the fact that in Experiment 3 the average
number of switches per sequence was lower
than in the first two experiments suggests that
the similarity in molar measures of variation
(e.g., proportion of different sequences) may
hide differences in the underlying behavioral
processes. Whether this was indeed the case
can only be ascertained by means of a more
refined analysis of the serial structure of be-
havior.

THE INTERNAL STRUCTURE
OF RESPONSE SEQUENCES

Several questions point to the importance
of analyzing the serial structure of the re-
sponse sequences: Why was behavior not
more variable in Experiments 2 and 3? How
did performance differ between these exper-
iments? Given that most birds produced 30
or more different sequences during 50 trials,
what characterizes those sequences? More
generally, what behavioral process generated
the sequences? The approach I followed to
answer these and related questions consisted
of hypothesizing a simple process of response
generation, deriving its predictions concern-
ing the internal structure of the sequences,
and comparing these predictions against the
data. If a simple process was rejected, then a
slightly more complex one was studied next.

The analysis is restricted to the last six ses-
sions of Experiment 2 and the last six sessions
of the first VAR condition of Experiment 3,
because the relatively large number of ses-
sions in these two cases increases the chances
that the molecular processes that determine
the serial organization of the sequences had
reached a steady state (behavior may be sta-
ble at the molar level after a few sessions but
may still undergo molecular changes).

The simplest process of response genera-
tion is the Bernoulli process—the bird pecks
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the right key with probability p and the left
key with the complementary probability 1 2
p. When p 5 .5 this process corresponds to
random responding. None of the data sets
presented in Figures 1 to 4 support this mod-
el because, among other things, a Bernoulli
process would always generate fewer than 3.5
changeovers per sequence on the average,
whereas some data sets clearly show a higher
number (see middle panels of Figures 1 and
3, and Figure 2).

As a variation of the above process, one
might let the probability p vary within the se-
quence. That is, on the first peck of the se-
quence the bird could choose the right key
with probability p1, on the second peck with
probability p2, and so on, with p1 not neces-
sarily equal to p2. This nonstationary Ber-
noulli process could try to capture the com-
bined effect of variables such as the
increasing proximity to reinforcement as the
sequence progresses and the effect of the pre-
ceding pecks on the location of subsequent
pecks. Although plausible, a nonstationary
Bernoulli process can also be rejected be-
cause, as I show below, it fails to predict the
switching probability profiles generated by
the birds.

A third candidate is a first-order Markov
chain with stationary transition probabilities.
Here, the location of the next peck is influ-
enced only by the last peck. That is, the bird’s
last choice defines its current state (left or
right), and the probabilities of choosing the
left or right keys on the next peck depend on
the state. Again, the profiles of switching
probability presented below were inconsistent
this model.

Finally, I arrived at a process that describes
the data well: a nonstationary first-order Mar-
kov chain. The model is illustrated in Figure
5. The changeover probabilities during the
next choice depend on the previous choice
(hence a first-order Markov chain) and how
far in the sequence the bird is (hence non-
stationary transition probabilities). The heart
of the model is the description of how the
two changeover probabilities, from the left to
the right key, p(n), and from the right to the
left key, q(n), change with peck number n. I
assumed that p(n) changes with n according
to the equation

Dp
5 ap(b 2 p), (1)

Dn

where a is a rate parameter and b is one of
p’s two fixed points (i.e., when p 5 b, no fur-
ther changes in p take place; p 5 0 is the
other fixed point). A similar equation, possi-
bly with different parameters, holds for q(n).
Next, I approximated this difference equa-
tion by its continuous version,

dp
5 ap(b 2 p)

dt

p
5 gp 1 2 , g 5 ab, (2)1 2b

and assumed that the eight pecks occurred at
times t 5 0, 1, . . ., 7.

The bottom panels of Figure 5 plot Equa-
tion 2. Depending on the sign of g, two cases
may occur. If g . 0, then dp/dt . 0 for p ,
b and therefore p will increase (see direction
of arrows along the p axis); if p . b, then dp/
dt , 0 and p will decrease. Regardless of its
initial value, p will approach b, the only stable
equilibrium. On the other hand, if g , 0
(right panel), b is an unstable equilibrium
and, for p , b, p will approach 0 (the other
possibility, p . b, would eventually yield p .
1, which cannot occur if p is a probability).

The solution of Equation 2 is the logistic
function

b
p(t) 5 , (3)

b 2 p(0)
1 1 exp(2gt)

p(0)

where p(0) is the initial probability of pecking
the right key (see Figure 5, top). In summary,
the model implies that (a) the two changeover
probabilities are the fundamental response
units in the situation (in this regard, the mod-
el is similar to Myerson and Miezin’s, 1980,
kinetic model of choice), (b) the two types of
changeover, from the left to the right and
from the right to the left keys, follow indepen-
dent courses, and (c) as the trial proceeds, the
changeover probabilities change according to
a logistic function. In what follows, the model
is compared against the data from Experi-
ments 2 and 3.

Response Sequences in Experiment 2

Figure 6 provides the empirical justification
of the model. The data points are the switching
probabilities observed in Experiment 2 as a
function of position in the sequence. There was
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Fig. 5. Top: First-order Markov chain model with nonstationary transition probabilities. After food or a timeout,
the bird pecks the right and left keys with probabilities p(0) and q(0), respectively, where p(0) 5 1 2 q(0). Subsequent
choice probabilities are given by p(n) and q(n), where n is the number of preceding pecks. For example, if the
second peck was on the left key, the probability of pecking the right key on the third choice would equal p(2); if the
second peck was on the right, the probability of pecking the right key on the third choice would equal 1 2 q(2).
Bottom: plot of Equation 3. The growth parameter g is positive on the left panel and negative on the right.

a remarkable consistency across birds. First, for
all birds the two switching probability curves
are clearly different, which means that the di-
rection of switching matters. Second, the ten-
dency to switch to one key increased as the trial
advanced, whereas the tendency to switch to
the other key either decreased (for 6 birds) or
stayed constant (Bird 2543). Third, Birds 10798
and 5269 (top panels) fit the same general de-
scription even though they lost most of the
available reinforcers because they rarely
switched between the keys.

Another noteworthy feature of the data is
that the birds that varied their sequences the
most all showed a strong stereotypy on their
first choice (first data points away from .5),
but the birds that varied their sequences the
least showed greater variability during their
first choice (first data points close to .5). The

first peck emerges from this analysis as one
of the organizing elements of response se-
quences, presumably because the event pre-
ceding it is markedly different from the
events preceding subsequent pecks.

The solid lines in Figure 6 show the fits of
Equation 3. To satisfy the constraint that q(0)
5 1 2 p(0), p(0) and q(0) were set equal to
their observed values (i.e., they were not
treated as free parameters). Parameters g and
b were estimated by a nonlinear least squares
algorithm. Table 1 shows the obtained param-
eter values. In general the model fitted the
data well. The only exceptions came from the
birds that switched so little, particularly late
in the sequence, that some probabilities were
estimated from very small numbers. In fact,
the two most discordant points for Bird 10798
were not used to fit the model.
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Fig. 6. Probability of switching to the left key (open circles) and to the right key (filled circles) as a function of
position in the sequence. The first data point of each curve corresponds to the probability of starting the sequence
on the corresponding key. The data are from the last six sessions of Experiment 2. The solid lines show fits based
on Equation 3.
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Table 1

Parameter values used to fit Equation 3 to the data of
Experiments 2 and 3.

Bird g b

Experiment 2
10405 p(n)

q(n)
0.000690
0.654

.00284

.994

2543 p(n)
q(n)

0.160
0.908

1.00
.756

1782 p(n)
q(n

0.938
0.00708

.853

.0387

2186 p(n)
q(n)

1.21
0.325

.997

.303

5269 p(n)
q(n)

0.196
20.815

1.00
1.00

5291 p(n)
q(n)

3.01
2.06

.813

.332

10798 p(n)
q(n)

0.376
22.14

1.00
1.00

Experiment 3
10097 p(n)

q(n)
1.44
0.304

.518

.489

10770 p(n)
q(n)

0.000710
0.452

.000790
1.00

5320 p(n)
q(n)

1.97
1.89

.252

.973

5841 p(n)
q(n)

21.35
1.11

.382

.620

9393 p(n)
q(n)

0.732
20.759

.845

.855

If Equation 3 accurately describes the pro-
cess underlying the birds’ behavior, then it
should fit not only the changeover probability
curves displayed in Figure 6 but other proper-
ties of the response sequences as well. Further-
more, these additional properties should be fit
with the same parameter values. Figure 7 shows
that the model fit well the unconditional prob-
abilities of pecking the two keys and the overall
probability of switching as a function of posi-
tion in the sequence. Figure 7 also shows why
a nonstationary Bernoulli process or a first-or-
der Markov chain with stationary transition
probabilities does not fit the data. In fact, if one
tries to predict the switching probabilities on
the basis of the probabilities of pecking the left
and right keys, the observed values are under-
estimated systematically. This fact suffices to re-
ject the nonstationary Bernoulli process. Simi-
larly, a first-order Markov chain also fails
because it predicts a constant probability of

switching within the sequence, whereas all birds
showed systematic deviations from a constant
probability.

The preceding fits were all local fits be-
cause each data point was derived from one
or two consecutive pecks. Figures 8 and 9 il-
lustrate the fit of the model to statistics de-
rived from more pecks. Figure 8 shows the
observed and the predicted distributions of
the number of switches per sequence. Not
surprisingly, two distinct patterns can be ob-
served. The top two panels show a distribu-
tion with a mode at one and a high frequency
of sequences with zero switches. The remain-
ing panels show more symmetric distribu-
tions. Interestingly, 4 birds (10405, 2186,
1782, and 5291) showed modes at three and
five, even though the maximum probability
of reinforcement occurred after sequences
with three and four switches. The relatively
high frequency of sequences with an odd
number of switches occurred because these
birds tended to start and end their sequences
on different keys. (The filled circles in Figure
7 clearly show that the probability of pecking
the right key was well below .5 on the first
choice but was well above .5 on the last one.)
The lower right panel of Figure 8 shows that
the 5 birds that maintained a high degree of
sequence variability switched slightly more
than random responding would predict. In
general, the model fits all switching distribu-
tions reasonably well.

Figure 9 highlights the response structure
at the beginning of the trial in terms of run-
length distributions. Again, the behavior of
Birds 10798 and 5269 differed from the be-
havior of the remaining birds; their run-
length frequency curves decreased monoton-
ically from zero to seven, and the curve for
the left key increased because many of these
birds’ sequences consisted of pecking the left
key eight consecutive times. For the other
birds the two distributions had different
shapes; one peaked at zero because of the
strong preference for the opposite key during
the first choice; the other peaked at either
one (Bird 5291) or three (Birds 2543, 10405,
2186, and 1782), which suggests some ten-
dency to perseverate early in the sequence.
As the solid lines show, the model fits all data
sets reasonably well.

In summary, when exposed to a schedule
that differentially reinforced sequences with
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Fig. 7. Probability of right or left key pecks (filled circles) and overall probability of switching (open circles) as a
function of position in the sequence. Switching is defined as either a left-right or a right-left sequence of pecks. The
solid lines show the predictions of the model. The data are from the last six sessions of Experiment 2.

an intermediate number of changeovers, the
majority of the birds adapted to the schedule
by (a) starting most of the sequences on one
key, (b) increasing the probability of switch-
ing to the other key as the trial advanced, and
(c) decreasing or maintaining constant the
probability of switching to the initially pre-

ferred key. By adjusting the rates at which the
switching probabilities changed along the tri-
al, 5 birds managed to generate most of their
sequences with the optimal or close to the
optimal number of changeovers. In the pro-
cess they also generated a large number of
different sequences.
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Fig. 8. Observed (circles) and predicted (lines) distributions of the number of switches per sequence. The bottom
right panel shows the average of all birds except 10798 and 5269 (filled circles), the corresponding average predicted
by the model (solid line), and the binomial distribution predicted by random responding (open circles). The data
are from the last six sessions of Experiment 2.

Response Sequences in Experiment 3

To what extent does the previous model ac-
count for the data when sequence variability
is explicitly reinforced? If the same account
holds, then it seems plausible that the same
behavioral processes could have been en-
gaged by the two schedules and, therefore,
that switching adjustments and limitations of
stimulus control may play a large role in what
Page and Neuringer (1985) called operant

variability. However, if the model fails, then
one is forced to conclude that different pro-
cesses are at play when switching and vari-
ability are the targets of reinforcement. A
third alternative is possible: The same model
may hold but its parameters, and hence the
shape of the curves, are systematically differ-
ent in the two experiments. In this case one
should conclude that the behavioral process-
es are the same but that the specifics of each
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Fig. 9. Observed (circles and squares) and predicted (solid lines) distributions of run lengths at the beginning
of a sequence. Circles and squares are for runs of left and right key pecks, respectively. A run length of three on the
left key, for example, includes all the sequences that start with the pattern LLLR. The data are from the last six
sessions of Experiment 2.
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Fig. 10. Probability of switching to the left key (open circles) and to the right key (filled circles) as a function of
position in the sequence. The first data point of each curve corresponds to the probability of starting the sequence
on the corresponding key. The data are from the last six sessions of the first VAR phase of Experiment 3. The solid
lines show fits based on Equation 3.

schedule lead these processes into different
directions.

Figure 10 shows the switching probabilities
when sequence variability was explicitly rein-
forced, and Table 1 lists the parameters for
each curve fit to the data. For 4 birds, the
shape of the curves is similar to that observed
in Experiment 2. That is, the birds showed a
marked preference for one of the keys on
their first choice (first data points away from

.5). Afterwards the probability of switching to
the initially preferred key decreased while the
other changeover probability increased. Bird
5841 is the exception because both probabil-
ities decreased. [For this bird, goodness of fit
is reduced markedly if p(0) and q(0) equal
the observed values. Hence, I treated p(0) as
a free parameter and then set q(0) 5 1 2
p(0).]

Figures 11, 12, and 13 test whether the
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Fig. 11. Probability of right or left key pecks (filled circles) and overall probability of switching (open circles) as
a function of position in the sequence. The solid lines show the predictions of the model. The data are from the last
six sessions of the first VAR phase of Experiment 3.

model could fit additional properties of the
response sequences using the same parame-
ter values. Figure 11 shows that the model fit
well the overall probabilities of switching and
the unconditional probabilities of pecking
the two keys; Figure 12 shows that it fit the
switching distributions well, and Figure 13
shows the distributions of run length. Figures
12 and 13 also reveal additional similarities
and differences between the data from Ex-
periments 2 and 3. For example, 3 of the 5
birds (10070, 5320, and 9393) tended to re-
peat sequences with an odd number of
switches, particularly with one and three (see
Figure 12). This result was also observed in
Experiment 2 (see Figure 8), except that the

peaks in Experiment 2 occurred at three and
five. On the other hand, the average curve in
Figure 12 indicates that when variability was
explicitly reinforced, the birds switched less
often than expected from random respond-
ing, whereas in Experiment 2 (see Figure 8)
the birds switched slightly more often than
predicted by random choices. Figure 13 re-
veals that in Experiment 3 the distributions
of run length for the right and left keys dif-
fered for all birds. The strong preference for
one key during the first choice yielded the
fast-dropping curves in the figure. The curves
for the other key were bitonic in two cases,
with a mode at one, or monotonic but with a
rather slow rate of decay with increasing run
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Fig. 12. Observed (circles) and predicted (lines) distributions of the number of switches per sequence. The
bottom right panel shows the average of all birds (filled circles), the corresponding average predicted by the model
(solid line), and the binomial distribution predicted by random responding (open circles). The data are from the
last six sessions of the first VAR phase of Experiment 3.

length. These results are qualitatively similar
to those observed in Experiment 2.

In summary, when reinforcement depend-
ed on sequence variability, the pigeons adapt-
ed by (a) starting most of their sequences on
one key; as the trial advanced, (b) the prob-
ability of switching to the other key generally
increased, whereas (c) the probability of
switching to the initially preferred key gen-
erally decreased. However, for 1 bird the two
changeover probabilities decreased during
the trial. The model used to fit the data ob-
tained when switching was explicitly shaped
(Experiment 2) also provided a good descrip-
tion of the data obtained when variability was
explicitly reinforced (Experiment 3).

GENERAL DISCUSSION

The experimental study of a behavioral
phenomenon tends to proceed along two av-
enues: the analysis of the conditions that are
necessary and sufficient to generate the phe-
nomenon, that is, the analysis of its causes,
and the synthesis of the phenomenon as a
way to test our understanding of its causes.
Quite often investigators are able to synthe-
size a behavioral phenomenon without clear-
ly understanding its causes. Such is the case
of behavioral variability, because although
several studies have shown that response vari-
ation can be increased by making reinforce-
ment contingent on variation, the causes of
this phenomenon and how they are interre-
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Fig. 13. Observed (circles and squares) and predicted (lines) distributions of run lengths at the beginning of a
sequence. Circles and squares are for runs of left and right key pecks, respectively. The data are from the last six
sessions of the first VAR phase of Experiment 3.

lated remain unclear. The experiments re-
ported here attempted to fill this gap.

Molar Results

The first two experiments investigated the
role of switching in promoting the variability of
response sequences. Experiment 1 showed that
when reinforcement followed sequences that
contained one or more changeovers between
the keys, sequence variability was substantial.
Similarly, Experiment 2 showed that 5 of 7
birds maintained a relatively high degree of se-
quence variability when the reinforcement
schedule shaped the number of switches per
eight-peck sequence towards the intermediate

values of three or four. Although only one se-
quence was required to obtain all reinforcers
in both experiments, most birds generated
more than 30 different sequences in the first
50 trials. Experiment 3 showed that when se-
quence variability was explicitly reinforced, the
birds varied their behavior more than when the
same pattern of reinforcers and nonreinforcers
was delivered regardless of sequence variability
(Machado, 1989; Page & Neuringer, 1985).
Furthermore, at the end of the experiment, the
birds generated a higher number of different
sequences, but a lower average number of
switches per sequence, than in the first two ex-
periments.
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The molar results from the three experi-
ments suggest the following interpretation.
Initially the birds tended to repeat sequences
with few or no changeovers between the keys
(see Figure 2). If the schedule differentially
extinguished these sequences, then the birds
increased their frequency of switching (see
the middle panels of Figures 1, 3, and 4) and
generated a relatively large number of differ-
ent sequences (see the bottom panels of Fig-
ures 1 and 3). This large amount of sequence
variability does not seem to be due to any di-
rect effects of reinforcement on variability
but to limitations of stimulus control. For ex-
ample, when the sequence RLLRRRRL is re-
inforced, the bird may not be able to repeat
that sequence exactly because it will not be
able to switch precisely after the first, third,
and seventh pecks. The bird’s difficulty in re-
peating sequences with an intermediate num-
ber of changeovers may stem from the simi-
larity of the two responses, the increasing
variance in the stimulus control function of
the number of previous pecks and the time
since the beginning of the sequence, or the
occasional reinforcement of sequences with
much higher or much lower number of
switches.

When variability was explicitly targeted, the
birds generated slightly more different se-
quences than when reinforcement depended
only on switching. The reasons for this small
difference remain unclear. On the one hand,
it could be due to a direct effect on response
variability of the reinforcement rule used in
Experiment 3. For example, the birds in that
experiment may have learned after prolonged
training that reinforcement followed only rel-
atively new sequences, that is, sequences that
had not been emitted recently. If so, then vari-
ability is indeed an operant, as Neuringer and
his collaborators have argued. On the other
hand, it is also possible that the differences in
the degree of variability were due to differ-
ences in how the two types of schedules inter-
acted with the switching behavior of the bird.
That is to say, although Experiments 1 and 2
attempted to reproduce the contingencies on
switching that are embedded in variability-in-
ducing schedules, some additional contingen-
cies may have been omitted. For example,
when the number of switches per sequence in-
creased, the probability of reinforcement for
the two homogeneous patterns LLLLLLLL

and RRRRRRRR also increased in Experiment
3 but not in Experiments 1 and 2. This dynam-
ic property may explain why the average num-
ber of switches per sequence was lower in the
last experiment (compare the middle panels
of Figures 1, 3, and 4). The general point is
that we cannot rule out the hypothesis that
such differences underlay the differences in
the degree of sequence variability across the
three experiments. The hypothesis could be
tested by shaping the distribution of switches
to different values (two, three, etc.) and mea-
suring the resulting degree of sequence vari-
ability. If the hypothesis proves to be true,
then switching behavior, not variability, is the
operant.

The Internal Structure of
Response Sequences

The similarity between the internal struc-
ture of the response sequences observed in
Experiments 2 and 3 further suggests that the
two types of schedules engaged the same pro-
cesses. In both cases the sequences were char-
acterized by three major attributes: the loca-
tion of the first peck, the probability of
switching in one direction, and the probabil-
ity of switching in the opposite direction. Spe-
cifically, the location of the first peck tended
to be highly stereotyped in most birds, even
though in Experiment 2 the stereotypy of the
first peck did not affect the outcome of the
trial, whereas in Experiment 3 such strong
stereotypy reduced the chances of reinforce-
ment. Also, the probability of switching to the
initially preferred key decreased with the
number of pecks within the sequence, where-
as the probability of switching in the opposite
direction generally increased. However, a few
birds in both experiments did not fit the pre-
ceding description, because they showed ei-
ther increased variability on their first choice
or a decrease of both changeover probabili-
ties as the trial advanced.

The behavior of all birds was well described
by a first-order Markov chain with nonstation-
ary transition probabilities. The good fit of
the model further emphasizes the following
points. First, because the two changeover
probability functions p(n) and q(n) were gen-
erally different, a Bernoulli process cannot
account for the birds’ behavior. Second, be-
cause p(n) and q(n) increased or decreased
in an orderly fashion with peck number, n, a
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first-order Markov chain with stationary tran-
sition probabilities can also be ruled out.
Third, even though alternative models can-
not be ruled out at this stage, the ability of
the changeover model to predict a variety of
other properties of behavior—the proportion
of right key pecks, the overall switching pro-
portions, the distribution of the number of
switches per sequence, and the run lengths
at the beginning of the sequences—is a pow-
erful indicator that the model captured the
major features of the process that structured
the birds’ behavior in the three experiments.

Equation 2 states that the rate of change of
the probability of switching is affected by two
factors, an intrinsic growth rate, g, and a max-
imum switching probability b. For most birds
g was positive and b was close to one for one
response and close to zero for the other re-
sponse. Together with the information that
p(0) was generally far from .5, these param-
eters indicate that the discriminative stimulus
functions of the two keys differed. The birds
tended to perseverate on one key for the first
few pecks and then switch to the other key.
Afterwards, whenever they returned to the
initially preferred key, they almost invariably
switched back on the next choice. This strat-
egy assured that switching was not so frequent
that it lowered the probability of reinforce-
ment and, in addition, that switching was con-
tiguous with the reinforcer (see Figure 7,
open circles).

For other birds, g was negative and p (or
q) decreased monotonically to zero. This
strategy leads to a concentration of switching
early in the sequence (cf. Figure 7, Birds
10798 and 5269, and Figure 11, Birds 5841
and 9393) and therefore it is potentially un-
stable—reducing the contiguity between
switching and the reinforcer could lead to
even less frequent switching late in the se-
quence. However, as switching frequency de-
creases so does reinforcement rate, which
may evoke some switching. The net effect of
these two forces, one tending to decrease
switching frequency and the other tending to
increase it, is likely to depend on each bird’s
delay-of-reinforcement gradient and resis-
tance to extinction.

The generality of the changeover model
cannot be fully assessed because no study of
sequence variability has analyzed in detail the
internal structure of the animals’ choices. On

the other hand, the model does suggest more
effective ways to increase response variability.
For example, the reinforcement rule should
not be based on a composite, such as the total
number of changeovers per sequence, that ig-
nores the direction of the changeover. In oth-
er words, the schedule should treat the two
changeovers independently, and should ex-
plicitly attempt to equalize the probabilities
p(n) and q(n). Furthermore, to the extent
that these changeover probabilities can adjust
in a period of 10 s or less (the typical dura-
tion of an eight-peck sequence), the schedule
should also consider the serial order of the
changeovers. To implement this require-
ment, the schedule could give more weight
to the first and the last pecks of the sequence
and less weight to the middle ones (Machado
& Cevik, 1997).

Explaining Random-Like Behavior

The use of a stochastic model to account for
behavioral variability may initially look suspi-
cious. After all, if the model assumes random
variables p and q, then does it not explain re-
sponse variability by fiat? The question raises
the more general issue of how we should deal
theoretically with highly variable, random-like
behavior. For example, assume that in one ex-
periment a pigeon behaved in a way that is
practically indistinguishable from random re-
sponding (i.e., an overall proportion of right
key pecks equal to .5, changeover probabilities
always at .5, a binomial distribution of the
number of switches centered at 3.5, a geomet-
ric distribution of run lengths, etc.). What
would constitute an adequate explanation of
its behavior? One possibility is to say that the
bird did not learn to respond randomly; rath-
er, it unlearned to respond in specific ways.
For example, its bias for one key during the
first choice was eliminated, the strong tenden-
cy to switch in one direction was weakened,
and the like. According to this point of view,
random-like responding is what is left when all
sources of bias are eliminated (Machado,
1993; Neuringer, 1986). In terms of the mod-
el, random responding would be approached
as the parameter g goes to 0 and p(0) goes to
.5. This negative definition of randomness im-
mediately suggests that random-like respond-
ing may be very difficult, if not impossible, to
obtain, and, perhaps more important, that our
theories should not attempt to explain ran-
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dom-like behavior per se, but rather the type
and amount of structure still present in the
animal’s performance. In other words, the
theoretical approach suggested here considers
random-like behavior as a limit condition not
to be directly explained. Instead, our theories
should focus on the types of environmental
conditions that generate particular types of be-
havioral structures (e.g., the alternation be-
tween the two keys), the conditions that de-
termine the strength of those structures (the
rate or probability of alternation) and, by ex-
trapolation, the conditions that may strongly
reduce those structures (variability-inducing
schedules) and thereby approach random-like
performance.

In conclusion, the present study shows that
when reinforcement depends on the behavior
of switching between two keys, pigeons auto-
matically vary their sequences of choices. The
experiments also suggest that reinforcing se-
quence variability explicitly is slightly more ef-
fective at generating response variation than is
reinforcing switching only. The molecular
analyses of the birds’ performance revealed
three organizing elements of their response
sequences: the location of the first peck and
the two probabilities of a changeover. A first-
order Markov chain model with transition
probabilities given by a logistic function de-
scribed the birds’ behavior well.
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APPENDIX

To obtain the probability distribution of
the number of different sequences predicted
by random responding, let p(N,k) denote the
probability of the event ‘‘k different sequenc-
es are produced during the first N trials.’’
This event can occur in one of two mutually
exclusive ways. During the first N 2 1 trials,
the bird either produced k 2 1 different se-
quences and then produced a new sequence,
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or it produced k different sequences and
then repeated one of them on the last trial.
The probabilities of these two events are giv-
en by the right side of the following equation:

M 2 (k 2 1)
P(N,k) 5 P(N 2 1,k 2 1)

M

k
1 P(N 2 1,k) ,

M

where M is the total number of sequences

(256 in the experiments reported here) and
N $ 1. The boundary conditions of the pre-
ceding equation are

P(1,1) 5 1

P(N,k) 5 0 for k 5 0 or k . N.

Once the probabilities p(N,k) are comput-
ed recursively, the average and the 95% con-
fidence interval of the number of different
sequences can be obtained (see bottom panel
of Figure 1).


