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Competing theories regarding the effects of delivering periodic response-independent reinforcement
(more accurately, response-independent points exchanged for money) on a baseline rate of behavior
were evaluated in human subjects. Contiguity theory holds that these events decrease target respond-
ing because incompatible behavior is adventitiously strengthened when the point deliveries follow
target behavior closely in time. Matching theory holds that response-independent points, like any
other alternative reinforcer, should reduce target responding. On this view, temporal contiguity
between target responding and response-independent point delivery is unimportant. In our exper-
iment, four different responses (moving a joystick in four different directions) were reinforced with
points exchangeable for money according to four independent variable-interval schedules. Different
schedules of point delivery were then superimposed on these baselines. When all superimposed
point deliveries occurred immediately after one of the four responses (the target response), time
allocated to target responding increased. When the superimposed point deliveries could be delivered
at any time, time allocated to target responding declined and other behavior increased. When su-
perimposed points could never immediately follow target responses, time allocated to target respond-
ing decreased further and other behavior or pausing predominated. The findings underscore the
contribution of temporal contiguity in the effects of response-independent deliveries of food, money,
points, etc.
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The effects of response-independent rein-
forcement (more accurately, response-inde-
pendent stimuli such as deliveries of food, wa-
ter, or some other commodity) on behavior
have been of interest since Skinner’s (1948)
early investigation of ‘‘superstition’’ in pi-
geons. When Skinner delivered food at reg-
ular intervals, most of the pigeons developed
stereotyped response patterns (e.g., rooting
in a corner or pecking the floor), instances
of which often preceded food deliveries. Skin-
ner explained the development of these pat-
terns as a result of adventitious reinforce-
ment: the food deliveries strengthened

This research was supported by a Grant-In-Aid of Re-
search from Sigma Xi and by a grant from the West Vir-
ginia University Department of Psychology Alumni Fund.
Portions of this paper were presented at the 20th annual
meeting of the Association for Behavior Analysis, Atlanta,
May 1994.

Correspondence concerning this paper and reprint re-
quests should be sent to Gregory J. Madden, Department
of Psychology, University of Wisconsin–Eau Claire, Eau
Claire, Wisconsin 54702-4004 (e-mail: maddengj@uwec.
edu).

whatever behavior happened to precede
them. Skinner’s view—that temporal conti-
guity between response and reinforcer is suf-
ficient to increase the probability of behav-
ior—has not been met with universal
acceptance (e.g., Staddon & Simmelhaag,
1971; Timberlake & Lucas, 1985).

Several subsequent studies further exam-
ined the role of response-reinforcer contigu-
ity on operant response rates (e.g., Edwards,
Peek, & Wolfe, 1970; Henton & Iversen, 1978;
Imam & Lattal, 1988; Kop & Van Haaren,
1982; Lachter, 1971; Lachter, Cole, & Schoen-
feld, 1971; Lattal, 1974; Lattal & Abreu-Rod-
riguez, 1997; Lattal & Bryan, 1976; Rachlin &
Baum, 1972). Baseline responding typically
was established with a schedule of response-
dependent reinforcement, and then a subse-
quent schedule of response-independent
food delivery was superimposed. Thus, some
reinforcers were obtained contingent upon a
defined target response (e.g., key pecking)
and other food deliveries occurred regardless
of what the animal was doing. In general, su-
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perimposing a schedule of response-indepen-
dent food deliveries decreased response
rates.

Henton and Iversen (1978) suggested that
these procedures decrease target response
rates because competing ‘‘superstitious’’ non-
target responding increases. In their Experi-
ment 9, a variable-time (VT) 1-min schedule
of food delivery was superimposed on a vari-
able-interval (VI) 1-min baseline. In addition
to measuring their rats’ lever pressing, Hen-
ton and Iversen measured four other respons-
es (e.g., rearing). Consistent with contiguity
theory, they reported decreased rates of lever
pressing and increased rates of the other be-
haviors after the latter were immediately fol-
lowed by response-independent food deliv-
eries (comparable effects have been reported
by Alleman & Zeiler, 1974; Lattal, 1972; Voll-
mer, Ringdahl, Roane, & Marcus, 1997; and
Zeiler, 1971). According to Henton and Iver-
sen’s account, as more time was spent making
these superstitious responses, less time was al-
located to target behavior.

In an alternative account, Rachlin and
Baum (1972) argued that response-indepen-
dent food deliveries reduce target behavior
because organisms come to discriminate
them from response-dependent reinforcers
(see also Baum, 1981; Staddon & Simmelhag,
1971). The discrimination derives from ‘‘the
molar correlation between responding and
reinforcement’’ (Rachlin & Baum, p. 238)
and is not easily weakened by the occasional
food delivery that immediately follows a tar-
get response. On the basis of this molar ac-
count, Rachlin and Baum predicted that re-
sponse-independent food would produce
comparable decreases in target behavior re-
gardless of whether response-reinforcer con-
tiguity was left to chance or was prevented
from occurring.

To test this prediction, Rachlin and Baum
(1972) superimposed different configura-
tions of response-independent food delivery
on a VI schedule of food reinforcement that
maintained keypecking. When a VT 3-min
schedule was superimposed, the response-in-
dependent food deliveries could, by chance,
closely follow keypecking (an event that
should, according to contiguity theory, in-
crease response rates above the baseline VI
levels). In another condition, a tandem VT
3-min differential reinforcement of other be-

havior (DRO) 2-s schedule was superimposed
on the VI baseline. Because response-inde-
pendent food could not be delivered within
2 s of a key peck in the latter condition, re-
sponse-independent food deliveries were like-
ly to be delivered while other behavior was
underway. According to contiguity theory,
these other behaviors should be adventitious-
ly reinforced, thereby leaving less time for tar-
get responding and reducing target behavior
below levels observed in the VT condition.
Molar theory, however, predicts no difference
in response rates across the VT and VT DRO
conditions because subjects should discrimi-
nate between response-dependent and re-
sponse-independent food deliveries based on
the dependency alone. Of the 2 pigeons ex-
posed to both conditions, 1 responded at
higher rates in the superimposed VT condi-
tion. But between-subject comparisons in 6
other pigeons revealed no consistent differ-
ence across conditions, supporting Rachlin
and Baum’s contention that organisms can
discriminate response-independent from re-
sponse-dependent food deliveries despite oc-
casional pairings of the former with target re-
sponding.

Rachlin and Baum’s (1972) results also are
consistent with Herrnstein’s (1970) single-al-
ternative version of the matching law:

kr1B 5 . (1)
r 1 r 1 r1 2 O

According to this account, organisms come to
discriminate that some reinforcers (r1) are
delivered contingent upon target responding
(B), some food deliveries are response-inde-
pendent (r2), and some reinforcers are ob-
tained contingent upon behavior other than
target responding (rO)—k corresponds to the
maximum response rate and is assumed to
remain constant. According to Equation 1,
target response rate declines as the frequency
of response-independent food (r2) increases
relative to response-contingent reinforce-
ment (r1).

Imam and Lattal (1988) noted that be-
tween-subject variability might have ham-
pered Rachlin and Baum’s (1972) ability to
detect differences across conditions in which
response-independent food could or could
not be delivered contiguously with respond-
ing. Therefore, they systematically replicated



195ALTERNATIVE REINFORCEMENT

Rachlin and Baum’s procedures while con-
ducting more extensive within-subject com-
parisons. Response rates in their first super-
imposed VT and tandem VT DRO conditions
were comparable in 2 pigeons while 1 pigeon
responded at higher rates in the VT condi-
tion and the 4th did the opposite. In the sec-
ond exposure to these conditions, however,
all 4 pigeons responded at higher rates in the
VT condition, and for 1 pigeon the DRO val-
ue was increased from 2 s to 6 s (see Zeiler,
1976, for comparable results with 10-s DRO
values). Perhaps important for contiguity the-
ory, Imam and Lattal reported a negative
relation between response rate and the time
interval between key pecks and response-in-
dependent food deliveries. These findings
are difficult to reconcile with Equation 1.

Burgess and Wearden (1986) proposed a
more molecular model of response-indepen-
dent reinforcement that renders Herrnstein’s
(1970) equation consistent with the Imam
and Lattal (1988) and other findings:

k(r 1 pr )1 2B 5 . (2)
r 1 pr 1 (1 2 p)r 1 r1 2 2 O

According to this model, a proportion of re-
sponse-independent food deliveries (p) func-
tion as response-dependent reinforcers; all
other parameters are as in Equation 1 (for a
similar account of concurrent schedule per-
formance, see Davison & Jenkins, 1985).
Rachlin and Baum’s (1972) account must
predict that p is equal to zero if response rates
are equivalent regardless of whether re-
sponse-independent reinforcers occasionally
or never immediately follow target respond-
ing: When p is equal to zero, Equation 2 re-
duces to Equation 1. Contiguity theory pre-
dicts that p equals the proportion of
response-independent food delivered in close
temporal proximity to target responding. If p
were greater than zero, target response rates
would be higher when response-independent
food occasionally followed target responding
than if this never happened.

The purposes of the present experiment
were (a) to gather further data regarding the
role of temporal contiguity in the effects of
response-independent stimuli on a baseline
of behavior, (b) to examine if human operant
behavior is systematically affected by shifting
from response-dependent reinforcement to

response-independent schedules, and (c) to
assess quantitative predictions of Equations 1
and 2 under these conditions. To this end,
we systematically replicated the Imam and
Lattal (1988) experiment with human sub-
jects while measuring time spent engaged in
target and other behavior. In the first condi-
tion, a VI schedule of points exchangeable
for money was superimposed on a baseline VI
schedule. In subsequent conditions, the su-
perimposed schedule was changed to either
a VT or a tandem VT DRO schedule. Thus,
as in the studies by Rachlin and Baum (1972)
and Imam and Lattal, a target response either
immediately preceded the superimposed re-
inforcers (superimposed VI), sometimes pre-
ceded the point deliveries (superimposed
VT), or never immediately preceded point
deliveries (superimposed tandem VT DRO).
Unlike the Rachlin and Baum experiment,
we conducted within-subjects comparisons of
behavior across these conditions and mea-
sured temporal intervals between target re-
sponding and response-independent point
deliveries.

METHOD
Participants

College students were recruited for volun-
tary participation by advertisements posted
around West Virginia University and in the
campus newspaper. Three women were se-
lected from the applicants because they were
experimentally naive, needed money, and
had no more than an introductory course in
psychology. Before giving informed consent,
each subject participated in a trial session to
illustrate the basic procedure and to ensure
that she could move a joystick comfortably.
Subjects were 19 (Subject S1), 24 (S2), and
25 (S3) years old. They were paid a base rate
of $0.40 for each session plus the monetary
reinforcers obtained during the session.
Earnings averaged $4.16 per hour. Subjects
forfeited any money earned during the ses-
sion if they withdrew from the study before
its completion.

Apparatus
Each subject sat alone in a quiet room at a

table with a response console containing a
spring loaded, self-centering joystick; two
push buttons; and a 14-in color computer
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monitor positioned on top. The joystick pro-
truded 3 cm through the 12 by 45 cm sloped
(458) face of the console and could be de-
flected with a force of approximately 1 N. A
cross-shaped opening in the center of the
console face restricted joystick movements to
4 cm in any of four mutually exclusive direc-
tions (left, right, up, and down). A black ‘‘re-
inforcer collection’’ button was mounted on
the face of the console 22 cm from the joy-
stick and 3 cm from the right edge. A red
button was mounted on top of a small alu-
minum box and attached to the left side of
the console. The buttons closed separate cir-
cuits when pressed with a force of approxi-
mately 1 N. White noise was delivered
through headphones to mask extraneous
sounds. A microcomputer in an adjacent
room controlled experimental events and re-
corded data.

General Procedure
Each subject came to the laboratory 5 days

per week for five scheduled sessions per day,
with each session lasting 21 minutes (not
counting time during the delivery of rein-
forcers). Brief rest periods separated the ses-
sions. Personal items were not allowed in the
room. Subjects participated at nonoverlap-
ping times so they would be less likely to meet
each other and, perhaps, discuss the experi-
ment between sessions.

These instructions appeared on the moni-
tor before every session:

Move the joystick in any of the four directions
to produce a white signal that tells you points
are available. When the white signal in the
middle of the screen is present, you have two
seconds to press the black button to earn five
cents. You must hold the red button down
with your left hand throughout the session.
Press and hold down the red button to begin.

Before the first session, the experimenter
read these instructions while pointing to the
joystick and buttons. Questions were an-
swered by referring to the instructions or by
saying ‘‘You will figure that out by working
on the task.’’

When the red button was depressed, the
session began and the instructions were re-
placed with a 1 cm by 1 cm green box located
in the center of a blue background on the
monitor. Four mutually exclusive responses
were possible: moving the joystick to the left,

right, up, or down. Moving the joystick 2 cm
or more in any direction was counted as a
response and caused the green box to extend
to an 8 cm by 1 cm rectangle in that direc-
tion. The box remained extended until the
joystick was returned to within 2 cm of the
center position (releasing the joystick auto-
matically returned it to the center position).
Moving the joystick less than 2 cm produced
no stimulus change and was not recorded as
a response. The joystick had to be returned
to within 2 cm of the center position before
another response could be recorded.

When a reinforcement contingency had
been fulfilled (see below) by deflecting the
joystick at least 2 cm or a response-indepen-
dent point delivery was available, a flashing
white vertical line (2 mm by 1 cm) appeared
in the center of the green box. The line con-
tinued to flash until the subject pressed the
black button on the face of the console, or
until 2 s had elapsed. If the button was
pressed in time, the screen was blank except
for a message indicating, ‘‘Five cents have
been added to your total earnings.’’ If the
button was not pressed in time, the message
was ‘‘Too Late: No Money’’ (a consequence
that subjects rarely contacted after the first
session and never contacted in stable ses-
sions). In either case, the message was pre-
sented for 3 s and then the green box was
returned to the screen. Schedule timers and
the session clock were suspended during
these message-delivery periods.

Throughout each session, the subject was
required to hold down the red button on the
left side of the console. Releasing the button
initiated a 5-s timeout during which the
schedule timers and session clock were sus-
pended and the screen was black except for
the message ‘‘Illegal Button Release.’’ If the
red button was not pressed at the end of the
5 s, the timeout was restarted. The require-
ment to hold down the red button, in con-
junction with the limited hold placed on re-
inforcers, was designed to occupy the
subject’s eyes and hands and decrease the
probability that subjects would fall asleep or
walk away from the apparatus while data were
being recorded (see Madden & Perone,
1999).

Stability criteria. Except as noted below, con-
ditions continued for at least 15 sessions and
until behavior stabilized. Judgments about
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Table 1

Experimental conditions (in order of exposure) and the
number of sessions in each.

Subject
Target

response
Superimposed

schedule Sessions

S1 Up None (baseline)
VI 15s
VT 15s
VI 15s
tand VT 15s DRO 10s

4
15
15
15
21

S2 Left None (baseline)
VI 90s
VT 90s
VI 90s
tand VT 90s DRO 2s
tand VT 90s DRO 5s
tand VT 90s DRO 10s
tand VT 90s DRO 20s

7
26
25
39
32
17
26
24

S3 Right None (baseline)
VI 90s
VT 90s
VI 90s
tand VT 90s DRO 5s
tand VT 90s DRO 10s
tand VT 90s DRO 20s

10
22
22
42
8

33
30

Note. For S1, independent VI 5-min schedules were as-
sociated with the four joystick responses. For S2 and S3,
VI 3-min schedules were used.

stability were based on relative time allocated
to each response (i.e., time spent moving the
joystick in one direction divided by the sum
of times spent in all four directions). Time
allocation was selected over response alloca-
tion because (a) local response rates were ap-
proximately the same when subjects were re-
sponding (i.e., when not pausing), (b)
presenting time data allows pausing to be
quantified as a fifth behavior, (c) Equations 1
and 2 may be applied both to response and
time allocation, and (d) Baum (1979) has
suggested time allocation may provide a bet-
ter measure of behavior under concurrent
schedules of reinforcement. The stability cri-
terion considered the most recent six ses-
sions. For each relative time allocation, we
calculated the difference between the mean
of the first three sessions and the mean of the
last three. The differences for three of the
four relative time allocations were required to
be less than 0.15. In addition, session-by-ses-
sion graphs of time allocations had to be free
of trend as judged by visual inspection.

Experimental Conditions

The order of conditions, the baseline and
superimposed schedules, and the number of
sessions in each condition are presented in
Table 1.

Baseline sessions. Four independent VI
3-min schedules were programmed, one for
each direction the joystick could be moved.
The sequence of 14 intervals comprising each
schedule was generated using Fleshler and
Hoffman’s (1962) procedure. The purpose of
these sessions was to identify a response for
each subject that was neither preferred nor
avoided. The stability criteria were not ap-
plied to these sessions, and the data are not
presented below. The identified response was
used in subsequent conditions as the target
response (i.e., the response upon which al-
ternative sources of point deliveries were su-
perimposed). An unsignaled changeover de-
lay prevented points from being delivered for
5 s following a change in responding (i.e.,
joystick direction change). Changeover delays
were initiated at the first response (i.e., de-
flection of the joystick by at least 2 cm) in a
new direction. The changeover delay re-
mained in effect for all subsequent condi-
tions.

Superimposed VI. In the superimposed VI

condition, a VI 90-s schedule was superim-
posed on the VI 3-min schedule correlated
with the target response; the remaining three
schedules were unchanged. Thus, a single tar-
get response made after either VI timer
elapsed was followed by the flashing line sig-
naling that a reinforcer could be collected
(holding the joystick in one direction was not
reinforced by either the baseline or super-
imposed VI schedule). In the event that both
timers had elapsed, the baseline schedule was
given priority and the superimposed reinforc-
er was available following the next target re-
sponse. Subjects were given no instructions
or other cues that a target response had been
identified following the baseline sessions or
that the reinforcement contingencies had
changed.

Because the time Subject S1 allocated to
target responding was no higher than her
time allocated to other responses under these
conditions, the baseline schedule value was
changed from VI 3 min to VI 5 min and the
superimposed schedule value was changed
from VI 90 s to VI 15 s (reinforcers were ad-
justed from 5 cents to 2.5 cents to keep her
session earnings approximately constant).
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Data collected before reaching this configu-
ration of schedules are not reported below.

Superimposed VT. In the second experimen-
tal condition, the superimposed schedule was
changed from a VI to a VT schedule of the
same value. Points delivered by the VT sched-
ule could be delivered at any time except dur-
ing the changeover delay or if they became
available while the joystick was already being
held in one of the four different compass di-
rections. Thus, VT points could be delivered
while the joystick was centered, as the joystick
was being deflected, at the moment the joy-
stick was deflected by 2 cm or more, and as
the joystick was being returned to the center
position (but not if it was held in a deflected
position when the VT timer elapsed). This
was designed to mirror conditions in pigeon
experiments in which individual instances of
key pecks occupy little time and so VT food
deliveries tend to occur at moments other
than when the microswitch on the response
key is already closed.

Tandem VT DRO. Following a reversal to the
superimposed VI condition, the superim-
posed schedule was changed to a tandem VT
DRO schedule (the VT value was the same as
that used in previous conditions). Under this
contingency, superimposed VT point deliver-
ies could not be delivered if the target re-
sponse had occurred during the interval
specified by the DRO but instead were held
until this interval elapsed without a target re-
sponse (see Lattal & Boyer, 1980). For Sub-
ject S1, the DRO value was set at 10 s, while
it ranged from 2 s to 20 s for S2 and between
5 s and 20 s for S3. These values are compa-
rable to those employed in Zeiler’s (1976) in-
vestigation of the effects of response-indepen-
dent food delivery on pigeons’ responding
maintained on fixed-interval schedules. Be-
cause of a scheduling error, S3 completed
only eight sessions in the tandem VT DRO 5-s
condition. Because relative time allocations
met our quantitative stability criteria after
these sessions, these data are presented be-
low.

Statistical methods. Statistical comparisons
were made between times spent making tar-
get and nontarget responses across the VI,
VT, and tandem VT DRO conditions. Mann-
Whitney U tests were conducted for each sub-
ject, comparing the stable sessions from each
condition. This test was chosen because sev-

eral of the distributions of difference scores
between conditions were nonnormal.

RESULTS

Figure 1 shows the average amount of time
per session allocated to the target response
(filled bars), the average of the three nontar-
get responses (open bars), and pausing
(hatched bars). The figure presents means
based on the stable sessions of each condi-
tion; error bars show standard deviations.
Time allocated to the four individual joystick
responses and pausing is given in Table 2.
The time values were obtained by summing
the intervals between the first response (i.e.,
$ 2 cm deflection of the joystick) in one di-
rection and the first response in a different
direction (excluding time spent in the rein-
forcement cycle). Pausing was defined as an
interresponse time of 5 s or more. For ex-
ample, if 8 s elapsed between two successive
upward movements of the joystick (and no
other joystick movements occurred in this in-
terval), this 8 s was added to the sum of the
time spent pausing and subtracted from the
time allocated to the upward response. As in
typical animal experiments, no data were col-
lected on the duration of individual respons-
es (i.e., the time from which the joystick was
deflected by at least 2 cm to the time at which
it was returned to within 2 cm of the center
position). Thus, if a subject held the joystick
in a deflected position for more than 5 s
(analogous to a rat holding down a lever),
this could not be discerned from the data
and so this time was added to the time spent
pausing (casual observations of subjects re-
vealed no instances of holding the joystick in
this way and, as noted above, neither re-
sponse-dependent nor response-independent
point deliveries could occur while the joystick
was held in a deflected position).

Relatively more time was spent on the tar-
get response than the average nontarget re-
sponse when the superimposed VI schedule
was in effect; that is, when all superimposed
reinforcers occurred contingent upon and
immediately following target responding.
Subjects spent approximately one third of the
session making the target response and paus-
ing was rarely observed. Subject S1 showed
the most extreme pattern of time allocation
during this condition (particularly in the sec-
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Fig. 1. Mean time allocated to the target joystick response, the average of the three remaining nontarget joystick
directions, and pausing in each condition. Error bars show standard deviations.
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Table 2

Time (in seconds) allocated to each of the four joystick responses and pausing (IRT . 5s).
Results are means of the six stable sessions in each condition. Also shown is the average
number of changeover responses per minute from the stable sessions. Standard deviations are
shown in parentheses.

Subject
Superimposed

schedule Left Right Up Down Pause
Changeover

rate

S1 (Up) VI 15s 253.3
(22.9)

325.6
(17.2)

433.3
(33.8)

239.2
(18.9)

6.1
(8.1)

3.2
(0.2)

VT 15s 261.3
(22.5)

365.1
(42.6)

216.7
(26.9)

315.3
(42.0)

98.2
(52.6)

0.9
(0.2)

VI 15s 244.5
(46.6)

223.3
(13.1)

549.5
(25.3)

234.0
(25.9)

4.1
(4.1)

3.2
(0.5)

VT 15s DRO 10s 221.7
(54.7)

340.7
(78.1)

70.65
(20.6)

400.3
(85.0)

197.9
(94.2)

0.7
(0.1)

S2 (left) VI 90s 384.2
(23.7)

291.5
(20.3)

284.7
(7.1)

286.9
(15.0)

8.6
(6.8)

5.6
(0.4)

VT 90s 317.9
(11.3)

380.8
(10.9)

302.5
(29.3)

317.0
(20.0)

3.1
(3.1)

3.4
(0.4)

VI 90s 377.7
(10.6)

328.9
(13.6)

266.3
(19.6)

250.9
(17.5)

34.7
(19.4)

4.5
(0.4)

VT 90s DRO 2s 292.4
(28.3)

276.7
(34.1)

254.9
(47.9)

264.4
(36.2)

167.2
(102.7)

3.29
(0.3)

VT 90s DRO 5s 283.2
(23.6)

304.2
(29.0)

315.8
(17.7)

308.9
(26.2)

44.2
(19.7)

4.0
(0.2)

VT 90s DRO 10s 251.9
(51.8)

280.5
(60.3)

313.4
(44.4)

294.1
(50.2)

117.9
(145.5)

3.7
(0.3)

VT 90s DRO 20s 241.8
(12.3)

277.5
(32.2)

293.3
(48.0)

298.1
(39.3)

162.3
(57.9)

3.8
(0.3)

S3 (Right) VI 90s 262.9
(18.4)

398.7
(14.8)

299.8
(18.0)

296.8
(17.4)

1.0
(1.7)

8.0
(0.9)

VT 90s 278.5
(27.7)

333.1
(20.6)

316.5
(32.3)

315.5
(9.0)

11.6
(15.3)

9.3
(0.8)

VI 90s 291.5
(10.0)

410.0
(16.7)

281.2
(10.6)

272.4
(12.2)

2.9
(4.8)

7.9
(0.6)

VT 90s DRO 5s 146.3
(39.2)

207.4
(57.2)

146.7
(45.3)

146.2
(43.3)

610.4
(165.4)

5.9
(0.7)

VT 90s DRO 10s 211.1
(14.9)

215.7
(22.8)

143.7
(28.5)

155.5
(17.1)

527.0
(28.7)

9.5
(4.1)

VT 90s DRO 20s 124.7
(15.4)

177.8
(12.8)

98.0
(13.9)

154.5
(18.1)

698.1
(44.5)

4.6
(0.4)

ond exposure), perhaps because of the large
difference separating baseline and superim-
posed schedule values.

When the superimposed schedule was
changed from VI to VT, all subjects decreased
time spent on the target response (S1: U 5
0, p 5 .004; S2: U 5 2, p 5 .02; S3: U 5 0, p
5 .004) while time spent making the average
nontarget response increased (S1: U 5 0, p
5 .004; S2: U 5 1, p 5 .008; S3: U 5 1, p 5
.008). There were no tie scores in these or
any subsequent comparisons. Time spent
pausing increased in this condition for S1
alone. These trends were reversed in the next
condition when superimposed reinforcers
were again delivered according to a VI sched-

ule (target response times increased, U 5 0,
p 5 .004 for all subjects; while nontarget re-
sponse times decreased, U 5 0, p 5 .004 for
all subjects).

For S1, target response times in the tan-
dem VT DRO 10-s condition decreased below
levels maintained in the average of the two VI
conditions (U 5 0, p , .004). The same was
true for S2 and S3 for all DRO values ex-
plored (the least significant difference was in
S2’s DRO 2-s condition: U 5 0, p 5 .004). For
S1, the reduction in time allocated to target
responding was accompanied by an increase
in time allocated to the average nontarget re-
sponse (U 5 5, p 5 .04) and an increase in
pausing (U 5 0, p 5 .004). Reductions in S2’s
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Fig. 2. Frequency distribution of VT point deliveries obtained following a range of temporal intervals since the
last target response (left column) and the last nontarget response (right column). Data are expressed as the pro-
portion of all points arranged by the VT schedule that were obtained in the stable sessions of the superimposed VT
condition.

target response times in the tandem VT DRO
conditions were accompanied by significant
increases in the average nontarget time in the
tandem VT DRO 5-s condition (U 5 0, p 5
.004) and increases in pausing in the other
tandem VT DRO conditions (all conditions:
U 5 0, p 5 .004). For S3, pausing dramati-
cally increased with the introduction of the
DRO contingency (all conditions: U 5 0, p 5
.004), while time spent making target and
nontarget responses decreased (in all cases:
U 5 0, p 5 .004).

Target response times in S1’s tandem VT
DRO 10-s condition were below levels ob-
served in the VT condition (U 5 0, p 5 .004).
For S2, the decrease in target response times
from the VT to the tandem VT-DRO 2-s con-
dition was not statistically significant (U 5 9,
p 5 .15). At DRO values of 5 s and greater,

however, the decline from VT levels was sta-
tistically significant (DRO 5 s: U 5 2, p 5 .01;
DRO 10 s: U 5 5, p 5 .04; DRO 20 s: U 5 0,
p 5 .004). For S3, statistically significant de-
creases were observed at all DRO values
(DRO 5 s: U 5 6, p 5 .05; DRO 10 s: U 5 0,
p 5 .004; DRO 20 s: U 5 0, p 5 .004).

Because time allocated to the target re-
sponse was higher in the VT than in the tan-
dem VT DRO conditions in which the DRO
value exceeded 2 s, we examined how many
point deliveries in the VT condition were
contiguous with target responding and how
many were delayed (response-independent
points were always delayed in the tandem VT
DRO conditions). The left column of graphs
in Figure 2 shows these numbers partitioned
into 0.5-s bins as a proportion of all response-
independent points obtained in the stable
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sessions. For S1 and S3, the majority of all
points delivered according to the VT sched-
ules fell into two bins: those delivered within
0.5 s of a target response and those occurring
more than 9.5 s after the last target response.
For S2, less than 4% of the points arranged
by the VT schedule fell within 0.5 s of a target
response (this subject moved the joystick
more slowly, and response-independent
points were usually delivered as the joystick
was returned to its center position), but 25%
of all points delivered by the VT schedule fell
within 1.5 s of such a response. The right col-
umn of graphs in Figure 2 reveals, from this
same condition, that the majority of points
delivered by the VT schedule closely followed
nontarget responding.

Next, we compared the ability of Equations
1 and 2 to predict the change in time allo-
cated to the target response across the VT
and tandem VT DRO 10-s conditions (the lat-
ter was the only DRO value common to all
subjects and all subjects’ target response
times significantly declined at this DRO val-
ue). The target reinforcement rate (r1 in
Equations 1 and 2) was simply the number of
reinforcers in each session obtained from the
one baseline VI schedule associated with the
target response. The nontarget reinforce-
ment rate (r2) was calculated by summing the
total number of point deliveries obtained
from the other three baseline VI schedules
and the one response-independent point de-
livery schedule in each of the final six ses-
sions of the VT and tandem VT DRO 10-s
conditions. We estimated p (from Equation 2,
the proportion of response-independent
point deliveries that function as response-de-
pendent point deliveries) for each session in
the VT condition by taking the proportion of
point deliveries arranged by the VT schedule
that followed target responding by 0.5 s or
less. Results averaged across the stable ses-
sions are presented in Table 3 (the p values
for each subject also are shown graphically in
the first bin of the left column of Figure 2).

We used values in Table 3 and Equations 1
and 2 to predict percentage changes in the
time allocated to the target response across
the VT (Equation 2) and tandem VT DRO
10-s (Equation 1) conditions. The calcula-
tions set k equal to 1, and ro to 0. The ob-
tained percentage decrease from the VT to
the VT DRO 10-s condition is shown for each

subject in Figure 3 along with the decreases
predicted by Equations 1 and 2. For all three
subjects, the decrease predicted by Equation
2 more closely approximated the obtained
decrease than did the prediction based on
Equation 1.

Table 2 shows the average number of
changeover responses (i.e., switching joystick
directions) per minute in the stable sessions.
In general, changeover rates were high, av-
eraging 4.7 changeovers per minute (range
0.7 to 9.5). High changeover rates resulted in
the subjects spending a good deal of time in
the changeover delay. Figure 4 shows the av-
erage percentage of each session that was
spent in the changeover delay in the final six
sessions of each condition. With the excep-
tion of S3 in the VT condition, changeover
rates tended to increase when superimposed
reinforcers were delivered contingent upon
the target response. Thus, time spent re-
sponding consistently in one direction (visit
duration) tended to increase when response-
independent points could be delivered at vir-
tually any time.

DISCUSSION

The behavior of our human subjects was
sensitive to changes from response-depen-
dent reinforcement to response-independent
delivery of points exchangeable for money,
and from the latter to conditions in which
response-independent points never followed
target responding. When a VI schedule was
superimposed on the baseline VI that main-
tained target behavior, response-reinforcer
temporal contiguity was assured and target
behavior dominated. When temporal conti-
guity was left uncontrolled by superimposing
a VT schedule, fewer superimposed point de-
liveries were obtained shortly after emission
of the target response, and time allocated to
this behavior declined from the levels main-
tained in the superimposed VI condition.
The majority of point deliveries arranged by
the VT schedules closely followed nontarget
responding, and time allocated to these re-
sponses increased. When superimposed point
deliveries never immediately followed target
responses (tandem VT DRO conditions), tar-
get response time decreased below the levels
maintained in the VI and VT conditions and
nontarget behavior (the other joystick re-
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Table 3

Number of target reinforcers (r1) and nontarget point deliveries (r2) obtained per session in
the VT and tandem VT DRO 10-s conditions. Also shown is the proportion of response-
independent point deliveries in the VT condition obtained within 0.5 s of a target response
(p). Results are means of the stable six sessions of each condition, with standard deviations
in parentheses.

Subject

r1

VT VT-DRO

r2

VT VT-DRO p

S1
S2
S3

2.83 (0.7)
5.50 (1.3)
5.33 (1.7)

2.50 (0.8)
4.67 (2.0)
4.83 (1.2)

85.67 (2.1)
28.00 (2.3)
27.33 (2.5)

79.83 (3.8)
26.83 (2.5)
26.67 (0.9)

0.185 (.048)
0.039 (.039)
0.190 (.074)

Fig. 3. Percentage decreases in time allocated to tar-
get behavior from the VT to the VT DRO condition (see
text for details about these conditions). Separate bars are
presented for the decreases predicted by Equations 1 and
2 and the obtained decreases for each subject.

Fig. 4. Mean percentage of the stable sessions in each
condition spent in the changeover delay (COD). Error
bars show standard deviations.

sponses, pausing, or a combination) in-
creased over levels observed in the VI and VT
conditions.

These findings are consistent with those re-
ported by Henton and Iversen (1978) who
also reported increases in rats’ nontarget be-
havior when response-independent food de-
liveries followed several nontarget behavior.
Our findings are also consistent with those

reported by Imam and Lattal (1988) who re-
ported lower response rates under tandem
VT DRO contingencies than under VT con-
tingencies alone. Like the Imam and Lattal
study, our across-condition comparisons were
made within subjects. Our findings, when
combined with those of Imam and Lattal, sug-
gest that Rachlin and Baum’s (1972) failure
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to detect differences in responding across
these conditions may be the product of be-
tween-subject comparisons.

The present findings offer little support for
the molar account of response-independent
reinforcement provided by Equation 1, which
assumes that response-independent stimuli
(food, points, etc.) decrease target behavior
regardless of the temporal relation between
the stimuli and the target and nontarget re-
sponses. The test in the present experiment
involves changes in target response times
across the VT and tandem VT DRO condi-
tions. Although Equation 1 correctly predict-
ed the direction of the change, it consistently
underestimated the magnitude of the de-
crease in all subjects. Adding the DRO con-
tingency to the VT schedule decreased target
time allocations that were more than double
those predicted by Equation 1.

One account of these additional decre-
ments is provided by contiguity theory (Hen-
ton & Iversen, 1978; Skinner, 1948). Conti-
guity theory holds that the critical relation
between a response and a reinforcer is the
temporal interval between them, not the con-
tingency. When response-independent stim-
uli closely follow target responses, they func-
tion as if they were response-dependent
reinforcers (which, in this experiment, were
always delivered immediately after a re-
sponse). Because VT schedules allow re-
sponse-independent stimuli to at least occa-
sionally occur immediately after responding
and tandem VT DRO schedules do not, target
response allocation should be higher in the
VT condition. Equation 2 provides a quanti-
tative model of contiguity theory when one
assumes, as we did here, that response-inde-
pendent stimuli delivered within 0.5 s of a
target response functioned as response-de-
pendent reinforcers. Using Equation 2 with
this assumption predicted percentage decre-
ments in target responding that more closely
approximated obtained values than did Equa-
tion 1 (see Figure 3).

Our findings support the position that re-
sponse-independent point deliveries (and pre-
sumably other stimuli such as food and water)
function as response-dependent reinforcers
when they occur in close temporal association
with target responding. Additional support
comes from Killeen (1978) and Killeen and
Smith (1984), who found that pigeons were

incapable of discriminating response-indepen-
dent from response-dependent stimulus
changes when the stimulus change occurred
within 200 ms of a response. In their studies
(in which accurately reporting the source of
the stimulus change was reinforced) correct
discriminations improved as the interval be-
tween response and stimulus change in-
creased. These findings suggest that response-
stimulus temporal contiguity is an important
factor in determining whether stimuli such as
food, water, and points exchangeable for mon-
ey will reinforce target or other behavior. If a
response-independent stimulus closely follows
target behavior, Killeen’s findings suggest the
organism will be incapable of discriminating
this event from a response-produced reinforc-
er. This observation, when combined with the
data presented here and those presented by
Imam and Lattal (1988) and Henton and Iver-
sen (1978), suggest that these response-inde-
pendent stimuli will function as response-de-
pendent reinforcers.

Although the present findings support con-
tiguity theory, the evidence they provide
should be recognized as correlational. While
immediate response-independent points may
have increased the future probability of target
and nontarget behaviors, it also is possible
that changes in the time allocated to these
behaviors increased the probability that re-
sponse-independent points would closely fol-
low their occurrence. The latter, however, ap-
pears unlikely given that comparable relative
distributions of target and nontarget behavior
were observed across conditions in all sub-
jects, and these distributions were systemati-
cally related to the proportion of response-
independent points obtained in close
temporal proximity to these responses.

Implications for Applied Behavior Analysis

Despite the lack of a clear laboratory un-
derstanding of response-independent rein-
forcement (Vollmer & Hackenberg, 2001),
applied behavior analysts have for some time
been employing response-independent stim-
uli therapeutically. Generalizing from the
matching law, McDowell (1981, 1982, 1988)
suggested that Equation 1 predicted that add-
ing response-independent stimuli could de-
crease problem behaviors. According to Mc-
Dowell (1988), this effect ‘‘cannot be
understood in terms of traditional behavior
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analytic principles’’ (p. 105) because it differs
from procedures designed to differentially re-
inforce more appropriate behaviors (e.g.,
DRO). Although ample intervention out-
comes have qualitatively supported the pre-
dictions of Equation 1 (e.g., Carr, Bailey,
Ecott, Lucker, & Weil, 1998; Fischer, Iwata, &
Mazaleski, 1997; Hagopian, Fisher, & Legacy,
1994; Lalli, Casey, & Kates, 1997; Mace & Lal-
li, 1991; Marcus & Vollmer, 1995; Vollmer,
Iwata, Zarcone, Smith, & Mazaleski, 1993;
Vollmer, Marcus, Ringdahl, & Roane, 1995),
we believe these outcomes are also predicted
by contiguity theory which holds that less
time is allocated to problem behavior when
alternative, incompatible behaviors are ad-
ventitiously reinforced. In addition, contigu-
ity theory goes beyond Equation 1 to predict
that if response-independent stimuli occa-
sionally follow instances of a problem behav-
ior, the probability of this behavior will be in-
creased above levels that would be
maintained if these events never immediately
followed these behaviors. An apparent in-
stance of this side effect of response-indepen-
dent stimuli led Vollmer et al. (1997) to add
a DRO criterion to an FT schedule designed
to reduce aggressive behaviors (Vollmer &
Hackenberg [2001] reported a preliminary
description of an animal replication of this
effect).

Some researchers (e.g., Vollmer et al.,
1998) have suggested that response-indepen-
dent schedules may be superior to DRO
schedules in therapeutic settings because they
are more easily administered or because they
reduce the disruptive effects of withholding
reinforcement when the target behavior is
emitted. Britton, Carr, Kellum, Dozier, and
Weil (2000), however, have proposed that ap-
plied behavior analysts use tandem FT DRO
contingencies as a means of reducing prob-
lem behavior while concurrently preventing
adventitious reinforcement of the behavior.
The reduction in target behavior from the VT
to the tandem VT DRO conditions in our ex-
periment support the precautionary use of
such tandem contingencies.
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