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ABSTRACT We consider whether the continuum model of hydration optimized to reproduce vacuum-to-water transfer free
energies simultaneously describes the hydration free energy contributions to conformational equilibria of the same solutes in
water. To this end, transfer and conformational free energies of idealized hydrophobic and amphiphilic solutes in water are
calculated from explicit water simulations and compared to continuum model predictions. As benchmark hydrophobic
solutes, we examine the hydration of linear alkanes from methane through hexane. Amphiphilic solutes were created by
adding a charge of 61e to a terminal methyl group of butane. We find that phenomenological continuum parameters fit to
transfer free energies are significantly different from those fit to conformational free energies of our model solutes. This
difference is attributed to continuum model parameters that depend on solute conformation in water, and leads to effective
values for the free energy/surface area coefficient and Born radii that best describe conformational equilibrium. In light of
these results, we believe that continuum models of hydration optimized to fit transfer free energies do not accurately capture
the balance between hydrophobic and electrostatic contributions that determines the solute conformational state in aqueous
solution.

INTRODUCTION

The thermodynamics of self-assembly in aqueous solution
is governed in large part by the microscopic structure and
organization of water around solutes having distinct chem-
ical architectures. Perhaps the simplest self-assembly pro-
cess driven by solvent-mediated forces is the pairwise as-
sociation of methane in water. Explicit water simulations
have been applied extensively to characterize the methane-
methane potential of mean force in water (New and Berne,
1995; Pangali et al., 1979; Smith and Haymet, 1993; van
Belle and Wodak, 1993; Young and Brooks, 1997), which
in turn has been useful for inferring the influence of hydro-
phobic interactions on the self-assembly of more compli-
cated solutes. The effects of temperature (Lu¨demann et al.,
1996, 1997; Skipper et al., 1996), pressure (Hummer et al.,
1998; Payne et al., 1997), and the shape of simple, idealized
hydrophobic solutes (Garde et al., 1996; Wallqvist and
Berne, 1995a,b) on hydrophobic interactions have been
studied with this approach to provide insights into the
molecular mechanisms of, for example, protein folding
(Kauzmann, 1959) or surfactant self-assembly (Hunter,
1987; Israelachvili, 1992) in aqueous solution. Explicit wa-
ter simulations of the hydration of simplen-alkanes (Garde
et al., 1996; Jorgensen, 1982; Jorgensen and Buckner, 1987;

Kaminski et al., 1994; Rosenberg et al., 1982; Tobias and
Brooks, 1990; Wallqvist and Covell, 1995, 1996) have
likewise proven useful for examining the influence of hy-
drophobic interactions in stabilizing certain molecular con-
formations in aqueous solution.

For applications involving macromolecular solutes, ex-
plicit water simulations have only limited utility because of
the large number of waters of hydration and the large
number of solute internal degrees of freedom that must be
taken into account. The statistical precision required for
these simulations places inordinate demands on computa-
tional resources and limits the system sizes that can be
realized. An alternative approach is to use implicit water
models, such as those embodied in continuum models of
hydration. Solvent-mediated driving forces are accounted
for within the context of the continuum model, but the
inherent differences between water organization around hy-
drophobic and hydrophilic solutes lead to disconnected the-
oretical treatments of hydrophobic and hydrophilic hydra-
tion. For example, the hydrophobic contribution to the free
energy of hydration is usually taken to be proportional to
solute surface area (Chothia, 1974; Hermann, 1972; Reyn-
olds et al., 1974), although the definition of surface area is
not unique (Lee and Richards, 1971; Richards, 1977). Elec-
trostatic contributions, on the other hand, are calculated
assuming the solvent responds as a macroscopic dielectric
medium on all length scales (Honig and Nicholls, 1995;
Jackson, 1975; Nakamura, 1996; Rogers, 1986). Conse-
quently, phenomenological parameters contained in the
continuum model must be fit to selected experimental data.
Alanine dipeptide conformational equilibria (Marrone et al.,
1996; Ösapay et al., 1996; Schmidt and Fine, 1994) and
self-assembly processes, such asa-helix propagation (Yang
and Honig, 1995a) andb-sheet formation (Yang and Honig,
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1995b), have been described successfully by using the con-
tinuum model with parameters fit to the solubilities of small
nonpolar and polar solutes in water (Schmidt and Fine,
1994; Sitkoff et al., 1994, 1996). However, the physical
significance of these parameters is not evident, and the
consequences of applying these parameters to the descrip-
tion of complex self-assembly phenomena are uncertain.

Continuum model parameters can also be fit to explicit
water simulations as a means of evaluating the intrinsic
macroscopic approximations to “microscopic reality” in the
continuum model. For example, a consequence of treating
water as a macroscopic dielectric medium is that the sol-
vent-induced electrostatic potential varies linearly with
charge on the solute (Åqvist and Hansson, 1996; Figueirido
et al., 1994; Pratt et al., 1994). Thus the electrostatic con-
tribution to the hydration free energy is proportional to the
square of solute charge. Extensive simulations of both ionic
and polar solutes in explicit water have been carried out to
test the validity of the continuum approximation, which for
ion hydration is found to hold over a wide range of ionic
charge (Garde et al., 1998; Hummer et al., 1996b; Jayaram
et al., 1989; Kalko et al., 1996; Straatsma and Berendsen,
1988). In contrast, electrostatic interactions between polar
solutes and water frequently do not exhibit a linear response
(Åqvist and Hansson, 1996). In particular, when the polar
solute is water itself, the solvent response is distinctly
nonlinear (Hummer et al., 1995; Rick and Berne, 1994).

The central question we address in this paper is: Can the
continuum model describe simultaneously the vacuum-to-
water transfer free energies of simple hydrophobic and
amphiphilic solutes, as well as their conformational equi-
libria in aqueous solution? To this end, we consider ideal-
ized hydrophobic and hydrophilic solutes at infinite dilution
in water and calculate their free energies of transfer from
vacuum to water, as well as the change in free energy of
hydration for well-defined conformational transitions. The
normal alkanes serve as benchmarks for hydrophobic hy-
dration. We consider as welln-butane with a charge of61e
(e is the fundamental unit of charge) added to one terminal
methyl group. These ionic tetramers were selected for two
reasons. First, the effect of electrostatic interactions with
water can be separated from the underlying hydrophobic
contributions, because the hydration thermodynamics of
n-butane has been studied extensively by simulation. Sec-
ond, these solutes represent idealized models of amphiphilic
molecules for which we can adjust unambiguously the bal-
ance between hydrophobic and hydrophilic interactions.

FREE ENERGY PERTURBATION USING EXPLICIT
WATER SIMULATIONS

The free energy of hydration,DAhyd, for a monatomic solute
is defined as the free energy of transferring the solute from
vacuum to water (Ben-Naim, 1978; Ben-Naim and Marcus,
1984). For molecular solutes,DAhyd also depends on solute
conformation, which for linear alkane chains we define by

the backbone dihedral angles,f 5 (f1, f2, . . . , fn). The
probability of observing a specific solute conformation in
water is dictated byDAhyd(f) and the intramolecular energy
of this solute conformation in the ideal gas,DEint(f):

P~f!} exp$2b@DAhyd~f! 1 DEint~f!#% (1)

whereb21 5 kBT. The normalized distribution of confor-
mations depends only on relative energy differences and not
the absolute value of eitherDAhyd(f) or DEint(f). In this
work, we neglect the intramolecular contributions and focus
only on the hydration contribution; i.e.,DAhyd(f) as a
function of f.

The n-alkane hydration free energies were calculated as
the sum of hydration free energies for incrementally trans-
forming Cn21 into Cn,

DAhyd~C0 3 Cn! 5 O
i51

n

DAhyd~Ci21 3 Ci! (2)

where n is the hydrocarbon chain length and C0 denotes
pure water. TheDAhyd(Ci21 3 Ci) values are determined
from the free energy perturbation (FEP) expression (Zwan-
zig, 1954),

DAhyd~l 3 l 1 dl!

5 2kBT ,n^exp$2b@E~l 1 dl! 2 E~l!#%&l

(3)

where l refers to the reference state andl 1 dl to the
perturbed state of the system,E(l) is the potential energy in
statel, and the bracketŝ. . .&l denote averaging over sol-
vent configurations in statel. For the transformation Ci21

3 Ci, the Lennard-Jones (LJ) interaction parameters,s and
e, of the individual methyl groups are scaled linearly withl.
This involves “growing in” theith methyl group at a chain
end and simultaneously transforming the LJ parameters of
the existing groups as required by the OPLS parameteriza-
tion described below, i.e.,e 5 lefinal 1 (1 2 l)einitial ands
5 lsfinal 1 (1 2 l)sinitial. Perturbations ofdl 5 60.05
were performed at fixed values ofl from 0.05 to 0.95 in
increments of 0.10.DAhyd(Ci213 Ci) is then calculated as
the sum ofDAhyd(l 3 l 1 dl) from l 5 0 to 1. These
calculations were carried out forn-butane,n-pentane, and
n-hexane in the all-trans conformation (f 5 180°).

The free energy of hydration as a function of conforma-
tion for n-butane and the charged tetramers was calculated
by replacing the perturbation variablel with f. The differ-
ence in hydration free energy between thecis (f 5 0°) and
trans (f 5 180°) conformations,DAhyd(0° 3 180°), was
determined at fixed values off from 7.5° to 172.5°, in
increments of 15.0° withdf 5 67.5°.

The free energy of charging the ionic tetramers in water
was calculated by scaling the solute charge,qs, by l. This
free energy expanded to second order inqs is (Hummer et
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al., 1996b; Pratt et al., 1994)

DAhyd~0 3 qs!

5 qŝ ­E/­qs&0 2 bqs
2/2@^~­E/­qs 2 ^­E/­qs&0!

2&0

2 kBT^­2E/­qs
2&0#

(4)

For a system that is truly infinite in size, the ion-water
electrostatic energy is directly proportional toqs multiplied
by the electrostatic potential at the charge site,F [ ­E/­q,
and ­2E/­qs

2 is zero. However, for the finite, periodic sys-
tems employed in our simulations, self-interactions arise
(Hummer et al., 1996b) and must be accounted for in
calculating the electrostatic energy. The self-interaction en-
ergy is quadratic inqs, and thus­2E/­qs

2 is nonzero.
The only difference between positive and negative ions in

Eq. 4 arises from̂ ­E/­qs&0, the electrostatic potential at
zero charge. Previous studies have shown that this quantity
is positive, thereby favoring the hydration of anions (Ash-
baugh and Wood, 1997; Hummer et al., 1996b, 1997; Pratt
et al., 1994). The fluctuations in the electrostatic potential,
however, depend strongly on the sign ofqs (Garde et al.,
1998; Hummer et al., 1996b), and in Eq. 4 these fluctuations
are evaluated only at zero charge. Therefore, a more accu-

rate expression forDAhyd(03 qs), which incorporates this
information at charge stateqs, is (Hummer and Szabo, 1996)

DAhyd~0 3 qs! 5 qs/2~^­E/­qs&0 1 ^­E/­qs&qs!

2 bqs
2/12@^~­E/­qs2 ^­E/­qs&0!

2&0

2 kBT^­2E/­qs
2&0

2 ^~­E/­qs 2 ^­E/­qs&qs!
2&qs

1 kBT^­2E/­qs
2&qs#

(5)

which is exact to fourth order inqs. It should be noted that
this expression requires simulation results only at the initial
and final charge states to obtain an accurate estimate of
DAhyd(03 qs).

Canonical ensemble Monte Carlo (MC) simulations
(Allen and Tildesley, 1987) of one solute molecule at infi-
nite dilution in water were performed at a temperature of
25°C and a water density of 0.997 g/cm3. The details of
these simulations are given in Table 1. Water was modeled
using the simple point charge (SPC) potential (Berendsen et
al., 1981). Then-alkanes were modeled using the OPLS
united-atom LJ potential parameters (Jorgensen et al.,

TABLE 1 Conditions and simulation lengths for the free energy determinations. All simulations were conducted at 25°C with
one solute molecule at infinite dilution in Nw water molecules.

n-Alkane solubility simulations. Ten simulations between the initial and final solute states were performed, holdingl fixed at values from
0.05 to 0.95.

Simulation* Nw

Volume#

(Å3)
No. of equilibration

passes perl§
No. of sampling

passes perl§

C03 C1 216 6518 40,000 200,000
C13 C2 216 6569 40,000 200,000
C23 C3 216 6598 40,000 200,000
C33 C4 216 6628 40,000 200,000
C43 C5 216 6658 40,000 200,000
C53 C6 216 6687 40,000 200,000

Charging simulations for the terminal carbon oftrans-butane

Simulation Nw

Volume¶

(Å3)
No. of equilibration

passes§
No. of sampling

passes

C4 212 6522 40,000 160,000
C4 (qs 5 11e) 212 6522 40,000 160,000
C4 (qs 5 21e) 212 6522 40,000 160,000

Cis to trans conformational free energy simulations of uncharged and charged butane. Twelve simulations between the initial and final conformational
states were performed, holdingf fixed at values ranging from 7.5° to 172.5°.

Simulation Nw

Volume¶

(Å3)
No. of equilibration

passes perf**
No. of sampling
passes perf**

C4 (f 5 0°3 180°) 212 6522 40,000 160,000
C4

1 (f 5 0°3 180°) 212 6522 40,000 160,000
C4

2 (f 5 0°3 180°) 212 6522 40,000 160,000

*As stated in the text, the alkane chains were grown into solution one alkyl site at a time in the all-transconformation. The notation Cn3 Cn11 denotes
a simulation in which an alkanen carbon groups long is transformed into an alkanen 1 1 carbon groups long.
#The volume of the simulation cell is obtain from the partial molar volume of water (v#w 5 30.0 Å3) and the neat liquid alkane densities. For a Cn3 Cn11

transformation, the average partial molar volume of the initial and final solutes was used.
§One MC pass is equal to four attempted solute moves andNw attempted solvent moves.
¶A partial molar volume of 162 Å3 is assumed for bothn-butane and ionic tetramers.
**One MC pass is equal to one attempted solute move andNw attempted solvent moves for the conformational simulations. Preferential sampling was
employed to enhance solvent moves in the vicinity of the solute (Owicki and Scheraga, 1977).
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1984). Solute-water cross-interaction parameters were ob-
tained from the geometric mean combining rules, i.e.,ssw 5
(ssssww)1/2 and esw 5 (esseww). Potential and structural
parameters for water and then-alkanes are given in Table 2.
LJ parameters for the charged tetramers were assumed to be
the same as those for unchargedn-butane. Minimum image
LJ interactions were truncated on a site-by-site basis at half
the simulation box length,L/2. Solute perturbations and
averages were evaluated on the fly once every MC pass (see
Table 1). Statistical uncertainties in the free energy were
estimated from block averages obtained by dividing the
simulation runs into five equal blocks that were assumed to
be independent.

Electrostatic interactions were evaluated by the general-
ized reaction-field (GRF) method (Hummer et al., 1994).
Although Ewald summation (De Leeuw et al., 1980) is
generally regarded as the best available technique for cal-
culating the electrostatic energy of a periodic system of
charges, the method is slowed by the calculation of long-
range Fourier space contributions. The GRF method, on the
other hand, neglects long-range contributions to the energy
and therefore can be evaluated more rapidly. Previous sim-
ulation studies have shown that the two methods give es-
sentially the same pair correlation structure of aqueous
electrolyte solutions (Hummer et al., 1994, 1996b). Most
importantly, the two methods give identical charging free
energies of both ionic (Hummer et al., 1996b) and polar
solutes (Hummer et al., 1995).

The GRF electrostatic energy of a system ofNw water
molecules and one solute molecule is

EGRF 5 O
1#i,j#Nw

O
a51

3 O
b51

3

qwa
qwb

wGRF~r ia jb!

1 O
i51

Nw O
a51

n O
b51

3

qsa
qwb

wGRF~rsa jb!

1 1/2 O
i51

Nw O
a51

3 O
b51

3

qwa
qwb

cGRF~r iaib!

1 1/2 O
a51

n O
b51

n

qsa
qsb

cGRF~rsasb
!

(6)

whereqwa
andqsa

are the water and solute partial charges,
and n is the number of solute charge sites. A factor of
1/4pe0 is neglected in Eq. 6 for notational simplicity, where
e0 is the permittivity of free space. The effective GRF
electrostatic pair potential depends only on the minimum
image distancer between charges and has a cutoff distance
rc:

wGRF~r! 5 1/r~1 2 r/rc!
4~1 1 8r/5rc 1 2r2/5rc

2!

3 Q~rc 2 r! 2 prc
2/5L3

(7)

where Q(x) is the Heaviside unit-step function. The self-
interaction potential is defined as (Hummer et al., 1995,
1996b)cGRF(r) 5 wGRF(r) 2 1/r. An electrostatic cutoff of
rc 5 L/2 is used throughout this work.

For a solute with one charge site (n 5 1), the derivatives
of the electrostatic energy with respect toqs are

­E/­qs 5 FGRF 1 qscGRF~0! (8a)

and

­2E/­qs
2 5 cGRF~0! (8b)

where

FGRF 5 O
i51

Nw O
a51

3

qwb
wGRF~rNja! (8c)

FGRF is the direct GRF electrostatic potential at the solute
charge site due to the solvent water molecules.cGRF(0)
corrects for finite system size and potential cutoff effects on
the electrostatic energy. Forrc 5 L/2, the GRF self-inter-
action term iscGRF(0) 5 224/5L 2 p/20L. In the limit of
an infinite simulation size, it is easily confirmed that
cGRF(0) 5 0 andFGRF corresponds to the true 1/r electro-
static potential. Inclusion of the self-interaction energy
makes the free energy of charging an ion robust such that
the limiting infinite dilution value is approached for simu-
lations of moderate size (Nw . 64) without further correc-
tion (Hummer et al., 1996b).

TABLE 2 Interaction parameters and geometrical
constraints of simulated water* and the n-alkanes#

Lennard-Jones and electrostatic interaction parameters
Molecular site s (Å) e (kcal/mol) q (e)

Methane, CH4 3.730 0.294 0.0
Ethane, CH3 3.775 0.207 0.0
Propane and longer alkanes

Terminal carbon, CH3 3.905 0.175 0.0
(or 61 e for butane)

Interior carbon, CH2 3.905 0.118 0.0
SPC water

Oxygen 3.16557 0.1554 20.82
Hydrogen 0.0 0.0 10.41

Intramolecular bond lengths

Bond r (Å)

Alkanes
C-C 1.53

SPC water
O-H 1.00

Intramolecular angles

Angle (degrees)

Alkanes
Ci 2 Ci11 2 Ci12 109.47°

SPC water
H-O-H 109.47°

* See Berendsen et al. (1981).
#See Jorgensen et al. (1984).
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CONTINUUM MODEL OF HYDRATION

The thermodynamic cycle employed by the continuum
model to calculateDAhyd is depicted in Fig. 1. In the first
step the solute charges are turned off in vacuum,DAvac

(qs3 0). In the second step the uncharged solute is trans-
ferred from the vacuum to the condensed aqueous phase,
DAHF. Finally, the solute charges are turned back on in
solution,DAaq(0 3 qs). The work required to perform all
three steps is the hydration free energy,

DAhyd 5 DAvac~qs 3 0! 1 DAHF 1 DAaq~0 3 qs! (9)

The individual contributions toDAhyd are evaluated as fol-
lows.

The free energy of transferringn-alkanes (excluding
methane) from vacuum to water is found empirically to be
linear with the molecular surface area of the solute (Her-
mann, 1972; Chothia, 1974; Reynolds et al., 1974). This
observation suggests the following expression for hydro-
phobic contributions to the free energy of hydration (step 2
in Fig. 1):

DAHF 5 g! 1 b (10)

where! is solute surface area,g is the free energy/surface
area coefficient, andb is the free energy intercept. The free
energy/surface area coefficient is frequently referred to as a
surface tension, although its connection to a macroscopic
oil/water surface tension is merely anecdotal. Several defi-
nitions of solute surface area have been proposed: the van
der Waals (vdW), solvent-accessible (SAS), and molecular
surface areas. Differences between these definitions are
discussed in detail elsewhere (Lee and Richards, 1971;
Richards, 1977). All three surface areas were calculated
using Connolly’s Molecular Surface Program (Connolly,
1981, 1983) and a methyl/methylene group vdW radius of
1.9 Å and a water probe radius of 1.4 Å.

To evaluate the electrostatic contributions to the free
energy (steps 1 and 3 of Fig. 1), the solute is treated as a low

dielectric cavity imbedded within a high dielectric solvent
(water) or in a vacuum. The resulting Poisson equation
(Jackson, 1975) for the electrostatic potential is

¹2Fi~r ! 5 2
Oa51

n qsa
d~r 2 r a!

eie0
r [ Bi (11a)

and

¹2Fe~r ! 5 0 r [ Be (11b)

where r is the spatial coordinate,Fi and Fe are the elec-
trostatic potentials in the interior and exterior regions of the
solute denoted by Bi and Be respectively,ei is the dielectric
constant of the solute interior,n is the number of interior
solute charges, {r } is the set of charge positions, andd(r ) is
the Dirac delta function.Fi and Fe are subject to the
following boundary conditions at the solute/solvent interface:

Fi~r ! 5 Fe~r ! r [ ­B (12a)

and

ei

­Fi~r !

­n
5 ee

­Fe~r !

­n
r [ ­B (12b)

where­B denotes the interfacial surface bordering regions
Bi and Be, ee is the dielectric constant of the solvent, and
­/­n is the derivative with respect to the outward unit
surface normal of­B.

Poisson’s equation must be solved numerically for poly-
atomic solutes. This is accomplished by using the boundary
element method (BEM) to solve the surface integral form of
Poisson’s equation forFi and­Fi/­n on ­B (Horvath et al.,
1996; Pratt et al., 1997; Rashin, 1990; Yoon and Lenhoff,
1990; Zauhar and Morgan, 1985). The electrostatic potential
at a positionr in the solute interior is then obtained from

Fi~r ! 5 1/4peie0 O
a51

n qsa

ur 2 r au 1 Fsurf~r ! (13a)

where

Fsurf~r !

5
1

4pe0
E
­B

F­Fi~r 9!

­n

1

ur 2 r 9u 2 Fi~r 9!
­

­nS 1

ur 2 r 9uDGd!~r 9!

(13b)

and d!(r *) is a differential area element of the solute
surface atr * [ ­B. The first term on the right-hand side of
Eq. 13a is due to the direct electrostatic interactions with the
interior solute charges, andFsurf(r ) is the solvent contribu-
tion to the potential arising at the solute surface. The elec-
trostatic free energy of transferring the solute from vacuum

FIGURE 1 The thermodynamic path used to evaluate the hydration free
energy of a charged solute in a fixed conformation.
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to aqueous solution is

DAelec5 1/2 O
a51

n

qsa
@Fsurf~r a , ee 5 eaq! 2 Fsurf~r a , ee 5 1!#

(14)

whereDAelec 5 DAvac(qs3 0) 1 DAaq(03 qs), eaq is the
dielectric constant of water, andee 5 1 is the dielectric
constant of a vacuum.ei is assumed to be equal to 1 because
the simulations neglect molecular polarizability. In this case
there is no dielectric discontinuity at the solute boundary in
a vacuum andDAvac(qs3 0) is zero.eaq is set equal to 65,
the dielectric constant of SPC water at ambient conditions
(Hummer et al., 1995, 1996b). For largeee the continuum
free energy is insensitive to the value ofee.

For a spherical ion in solution, Poisson’s equation can be
solved analytically. In this case, the charging free energy is
given by the Born equation (Born, 1920):

DAelec5 2qs
2/8pe0R~1 2 1/eaq! (15)

whereR is the Born radius of the ion. The Born radius is
typically treated as an adjustable parameter that reflects the
effects of water structure in the vicinity of the ion. We
model the molecular solutes as a collection of spheres with
Born radii that depend on the final charge of each carbon
site. The radius of an uncharged methyl/methylene group,
R0, is taken to be the vdW radius, 1.9 Å. The Born radii of
positively (R1) and negatively (R2) charged methyl groups
are fit to free energies obtained from explicit water simu-
lations. The solute interior, Bi, is defined by the molecular
surface (Richards, 1977), which is calculated by rolling a
1.4-Å-radius probe over the Born radii of the solute in a
given conformation.

The surface discretization of­B was performed using
Zauhar’s SMART (Smooth MoleculAR Triangulator) pro-
gram (Zauhar, 1995). Rather than approximating each tri-
angluar surface element as flat, this algorithm generates a
more accurate curvilinear representation of the solute sur-
face. An angle parameter of 25° was used to triangulate the
solute molecular surface (Zauhar, 1995). Using a finer ele-
ment size did not affect the results significantly. The
SMART discretized surface was input into the BEM Pois-

son solver developed by Neal and Lenhoff (Neal, 1997).Fi

and ­Fi/­n were assumed to vary linearly over each ele-
ment, and the surface integrals were evaluated using Gauss-
ian quadrature.

RESULTS AND DISCUSSION

n-Alkanes in aqueous solution

The calculatedn-alkane free energies of hydration in SPC
water are reported in Table 3. Previously reported simula-
tion results for TIP4P water (Kaminski et al., 1994) and
experimental values from the literature (Ben-Naim and
Marcus, 1984; McAuliffe, 1966) are also included in this
table. Not surprisingly,DAhyd is positive for all of the
n-alkanes, indicative of their low solubilities in water. The
free energies obtained from the SPC water simulations are
in very good agreement with those calculated from the
TIP4P water simulations. The simulations also predict, in
accord with experiment, thatDAhyd decreases from methane
to ethane, but then increases with increasing carbon number
for longern-alkanes. However, the simulations significantly
overestimate the experimental values ofDAhyd. The dispar-
ities between simulations and experiment are due in large
part to the discrepancy in the incremental free energy of
adding a methylene group to ethane:DAhyd(C2 3 C3) is
0.21 kcal/mol from experiment and 0.736 0.04 kcal/mol
from the SPC water simulations. Differences between sim-
ulation and experiment also occur to some extent as a
consequence of systematic differences in the OPLS united-
atom parameters for methane, ethane, and propane (Table
2). For propane and the longern-alkanes, the united-atom
parameters are independent of chain length. Consequently,
the incremental free energy of hydration of adding a meth-
ylene group to these alkane chains obtained from simulation
is approximately constant (;0.2 kcal/mol) and is in good
agreement with experiment. Plotting the cumulative values
of DAhyd(Ci21 3 Ci) as a function ofl clearly illustrates
this behavior (Fig. 2). The incremental free energy profiles
for methane, ethane, and propane (i 5 1, 2, 3) show little
resemblence to one another. However, forn-butane,n-
pentane, andn-hexane (i 5 4, 5, 6), these profiles are
practically indistinguishable.

TABLE 3 Free energies and incremental free energies of hydration of the n-alkanes in water at 25°C

Solute SPC* DAhyd (Ci213 Ci) TIP4P# Expt§ SPC* DAhyd TIP4P# Expt§

C1 2.62 (0.11) 2.46 (0.36) 1.93 2.62 (0.11) 2.46 (0.36) 1.93
C2 20.05 (0.05) 20.13 (0.20) 20.16 2.57 (0.12) 2.33 (0.41) 1.77
C3 0.73 (0.04) 0.98 (0.10) 0.21 3.30 (0.13) 3.31 (0.42) 1.98
C4 0.21 (0.05) 0.27 (0.17) 0.17 3.51 (0.13) 3.58 (0.46) 2.15
C5 0.18 (0.05) — 0.19 3.69 (0.14) — 2.34
C6 0.23 (0.05) — 0.21 3.92 (0.15) — 2.55

The units of free energy are kcal/mol. Numbers in parentheses are the statistical uncertainties reported as one standard deviation.
*SPC water simulations from this work with the solutes in the all-trans conformation. The LJ interactions were corrected to give the same effective
solute-water potential cut-off of 9 Å for all alkanes, assuming the radial distribution function is equal to 1 far away from the solute.
#TIP4P water simulations (Kaminski et al., 1994). Results are not reported for C5 and C6.
§Values obtained from experimentaln-alkane solubilities in water (Ben-Naim and Marcus, 1984; McAuliffe, 1966).
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Free energies of hydration are plotted as a function of
n-alkane SAS area in Fig. 3. Excluding methane, the exper-
imental values show a linear dependence on SAS area. A
linear regression of the data givesgSAS

expt 5 6.8 cal/(mol Å2)
andbSAS

expt 5 0.6 kcal/mol. The values obtained from simu-
lation do not show the same linear dependence below the
SAS area for propane, which can be attributed to the sys-
tematic differences in the OPLS united-atom parameters

discussed above. For the simulation results,gSAS
sim 5 7.4

cal/(mol Å2) andbSAS
sim 5 1.8 kcal/mol, which is obtained by

fitting SAS areas for propane and the longer chain alkanes.
Free energies of hydrophobic hydration are typically corre-
lated with solute SAS area (Chothia, 1974; Hermann, 1972;
Reynolds et al., 1974; Schmidt and Fine, 1994; Sitkoff et al.,
1994, 1996). The vdW surface area or the molecular surface
area could be used as well. Indeed, all three surface areas
correlate linearly withDAhyd equally well, which is not
surprising, because all three surfaces are linearly correlated
with each other for then-alkanes. The calculated values of
g andb for the three surface areas are given in Table 4. In
each case, the value ofg obtained from simulation is some-
what greater than the experimental value. Apart from the
approximate nature of the intermolecular interactions used
in the simulations, a major difference between simulation
and experiment is the constraint of fixed all-trans confor-
mation for then-alkanes imposed on the simulations. The
experimental results, on the other hand, are naturally aver-
aged over all available conformations. The value ofg will
not change appreciably, however, if the simulation con-
straint is relaxed to sample more compact conformations
with lower surface areas, because the maximum change in
solute surface area for the allowed conformational changes
is small compared to the total area. For example, the SAS
area ofn-butane in thecis and trans conformations differs
by only 4%.

Conformational free energy of n-butane

The simulation results forDAhyd(f) as a function ofn-
butane conformation are shown in Fig. 4. The increase in
DAhyd(f) with increasingf indicates that hydration desta-
bilizes the elongatedtrans conformation ofn-butane rela-
tive to the more compactcis conformation. This behavior is
consistent with the notion that hydrophobic interactions
tend to minimize the extent of oil-water contact. The
DAhyd(f) profiles are also in qualitative agreement with
previous simulation (Jorgensen, 1982; Jorgensen and Buck-
ner, 1987; Kaminski et al., 1994; Rosenberg et al., 1982;
Tobias and Brooks, 1990) and theoretical (Hummer et al.,

FIGURE 2 Cumulative values ofDAhyd(Ci213 Ci) as a function ofl.
Symbols correspond toi 5 1 (F), i 5 2 (E), i 5 3 (Œ), i 5 4 (‚), i 5 5
(f), and i 5 6 (M). Results fori 5 1 are plotted in the inset.

FIGURE 3 DAhyd as a function ofn-alkane SAS area.F, The SPC water
simulation results from this work.E, TIP4P water simulation results
(Kaminski et al., 1994).Œ, Experimental values (Ben-Naim and Marcus,
1984; McAuliffe, 1966). The solid lines are the best fits of Eq. 10 to the
results for the longer chain alkanes. The line through the experimental data
is DAhyd 5 6.8 cal/(mol Å2)! 1 0.6 kcal/mol, and the line through the
simulation data isDAhyd 5 7.4 cal/(mol Å2)! 1 1.8 kcal/mol.M, The
experimental value forDAhyd of cyclohexane.

TABLE 4 Values of g and b (Eq. 10) for the n-alkanes in
water calculated from SPC water simulations and from
experimental values for n-alkane solubilities in water

Surface

Simulation* Experiment#

g b g b

van der Waals 12 2.3 11 1.1
Solvent-accessible 7.4 1.8 6.8 0.6
Molecular 12 2.3 12 1.0

Simulation results were fit to the C3 through C6 alkanes, and the experi-
mental results were fit to the C2 through C6 alkanes. The units ofg are
cal/(mol Å2). The units ofb are kcal/mol.
*This work with the solutes in the all-trans conformation.
#Values obtained from experimentaln-alkane solubilities in water (Ben-
Naim and Marcus, 1984; McAuliffe, 1966).
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1996a; Pratt and Chandler, 1977; Zichi and Rossky, 1986)
studies of the free energy of hydration of differentn-butane
conformations in water. In Fig. 5,DAhyd(f) is plotted as a
function of n-butane surface area rather than the backbone
dihedral angle. All three surface area correlations show
qualitatively a linear dependence ofDAhyd on surface area,
as suggested by Eq. 10. We calculateg 5 109, 49.3, and
111 cal/(mol Å2) for the vdW, solvent-accessible, and mo-
lecular surfaces, respectively. The vdW surface area corre-
lation gives the best fit of the simulation results based on
root mean square difference (see Fig. 5). The vdW surface
area correlation also captures most accurately the plateau in
DAhyd as a function off for f . 90° (Fig. 4). The other two
surface area correlations give plateaus closer tof 5 180°
(transconformation). See, for example, the fit of Eq. 10 to
the simulation results, using the SAS area in Fig. 4. The
success of the vdW surface area correlation is surprising in
light of recent studies indicating that the molecular surface
area best describes the hydrophobic interactions between
methane pairs in water (Jackson and Sternberg, 1993, 1994;
Pitarch et al., 1996; Rank and Baker, 1997). Interestingly,
the suggested value ofg for methane-methane pair interac-
tions, calculated using the molecular surface area, lies be-
tween 104 and 110 cal/(mol Å2), in very good agreement
with theg value for the molecular surface area correlation in
Fig. 5.

The values ofg extracted from then-alkane free energies
of hydration (Table 4) are an order of magnitude less than
the values extracted from fits ofDAhyd as a function of
n-butane surface area (Fig. 5), regardless of how solute
surface area is defined. The justification for surface area
scaling of the free energy embodied in Eq. 10 is based on

the expectation that the free energy of forming a macro-
scopic surface scales with its surface area. It is not evident,
however, that this scaling should also hold for molecular
length scales, such as those associated with the surface areas
of simple linear alkanes. Previous simulation studies of
n-butane in water have shown that the entropy of hydro-
phobic hydration per water molecule depends on solute
conformation (Ashbaugh and Paulaitis, 1996). Simulation
studies of the hydration of idealized spherical and ellipsoi-
dal solutes have likewise shown that differences between
surface area derivatives of the hydration free energy could
be reconciled only if solute curvature was taken into ac-
count (Wallqvist and Berne, 1995b). These results suggest
that surface area scaling breaks down for molecular length
scales.

Experimental evidence for this breakdown can be found
by comparing values ofDAhyd derived from the measured
solubilities of cycloalkanes in water to those derived from
the solubilities of theirn-alkane counterparts. The cycloal-
kanes can be thought of in this comparison as “collapsed”
linear analogs of then-alkanes constrained to ring-forming
conformations.DAhyd 5 0.80, 1.20, and 1.20 kcal/mol at

FIGURE 4 DAhyd as a function ofn-butane conformation referenced to
DAhyd(0°) 5 0.F, SPC water simulation results.‚, The fit of Eq. 10 to the
simulation results, using the vdW surface (g 5 109 cal/(mol Å2)). M, The
fit of Eq. 10, using the SAS area (g 5 49.3 cal/(mol Å2)). Error bars on the
simulation results denote one standard deviation.

FIGURE 5 DAhyd as a function ofn-butane conformation as correlated
with solute surface area referenced to!(0°) [ 0 (cis conformation).F,
vdW surface area (g 5 109 cal/(mol Å2)); E, molecular surface area (g 5
111 cal/(mol Å2)); Œ, SAS area (g 5 49.3 cal/(mol Å2)). The plots for
molecular surface and vdW surface areas are shifted down by 0.25 and 0.5
kcal/mol, respectively, from the plot for SAS area. The root mean square
difference between the simulation results and the linear fit of Eq. 10 are
0.01, 0.03, and 0.03 kcal/mol for the vdW, solvent-accessible, and molec-
ular surfaces, respectively.
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25°C for cyclopropane, cyclopentane, and cyclohexane
(Horvath et al., 1996), respectively. These values are much
less thanDAhyd for ethane (Table 3), even though ethane is
the most solublen-alkane and has a lower surface area than
the cycloalkanes. Moreover, as shown in Fig. 3,DAhyd for
cyclohexane falls well below the linear correlation for ex-
perimental hydration free energies of then-alkanes. Based
on the experimentalDAhyd and calculated SAS area differ-
ences betweeenn-hexane and cyclohexane,g is 34 cal/(mol
Å2). This free energy/surface area coefficient is much closer
in magnitude to the value we would calculate from the
conformational equilibria. Similar conclusions can be
reached for the other cycloalkanes.

We propose the following generalization of Eq. 10 to
explain the large differences in free energy/surface area
coefficients derived from hydration free energies and from
conformational equilibria. The reversible work required to
form a hydrophobic surface in water is equal togA, where
g is the free energy/surface area coefficient calculated from
n-alkane free energies of hydration as a function of solute
surface area (Table 4). The change in the free energy of
hydration associated with a conformational change forn-
butane is given by

­~g!!/­f 5 g­!/­f 1 !­g/­f (16)

The first term on the right-hand side of this equation is
related to the change in hydration free energy due to a
change in solute surface area. The second term reflects the
change in hydration as a function of solute conformation.
The free energy/surface area coefficient evaluated from
conformational equilibria is simply

G 5 ­~g!!/­f 3 ­f/­! 5 g 1 !­g/­! (17)

Thus the two free energy/surface area coefficients are
equivalent when­g/­! 5 0. However, when­g/­! Þ 0, G
andg can be substantially different, even if­g/­! is small,
because the second term in Eq. 17 is this derivative multi-
plied by the total solute area, a comparatively large quantity.
Based on the vdW surface values (g 5 12.0 cal/(mol Å2),
G 5 109 cal/(mol Å2), and! 5 98.1 Å2), we estimate that
­g/­! 5 1.0 cal/(mol Å4). Thusg varies from 8.3 cal/(mol
Å2) for cis n-butane to 12.0 cal/(mol Å2) for trans n-butane.

Free energy of charging trans-butane

The simulation averages for the electrostatic potential and
fluctuations in the electrostatic potential required to calcu-
late the free energy of charging the terminal methyl group of
trans-butane are reported in Table 5. From Eq. 5,
DAhyd(0e 3 11e) 5 256.8 6 0.8 kcal/mol and
DAhyd(0e 3 21e) 5 294.8 6 1.1 kcal/mol. Based on
averages for the electrostatic potential and fluctuations in
the electrostatic potential recently reported for simulations
of charging methane in SPC water (Hummer et al., 1996b),
we calculateDAhyd(0e 3 11e) 5 260.3 kcal/mol and
DAhyd(0e 3 21e) 5 2106.6 kcal/mol, using Eq. 5. The

free energies of charging methane are slightly more nega-
tive, as expected, because the major contribution to the free
energy is the electrostatic interaction with water molecules
in the first hydration shell of the ion. Methane has more
water molecules in its first hydration shell than does the
terminal methyl group ofn-butane, because of the excluded
volume of the attached propyl group for the latter. In both
cases, the free energy of charging the anion is considerably
more negative than that for the cation.

The difference in anion and cation hydration can be
assigned in part to the nonzero electrostatic potential at zero
charge: ^­E/­qs&0 5 8.4 6 0.4 kcal/(mol e) (Table 5).
Subtractingqŝ ­E/­qs&0 from DAhyd effectively removes this
contribution from the total free energy of charging, which
reduces the asymmetry in ion hydration:qŝ ­E/­qs&0 ac-
counts for 10–15% of the total free energy of charging these
ions.1 Nonetheless, the difference is still significant:
265.2 6 0.8 kcal/mol and286.4 6 1.1 kcal/mol for
charging the cation and the anion, respectively. This re-
maining difference is due in large part to differences in the
microscopic structure of water around oppositely charged
ions, which is a manifestation of the asymmetrical spatial
distribution of charges in the water molecule. That is, anion
hydration is favored over cation hydration because the pos-
itively charged hydrogens of water molecules in the first
hydration shell can reside closer to the anion than can the
negatively charged oxygens of water molecules in the first
hydration shell of the cation (Garde et al., 1998; Hummer et
al., 1996b).

The Born radii for the charged methyl groups obtained by
fitting the unadjusted free energies (i.e., those including a
nonzero value of̂­E/­qs&0) areR1 5 2.82 Å andR2 5 1.56
Å, which are in reasonable agreement with the Born radii
obtained for charged methane:R1 5 2.71 Å andR2 5 1.54
Å. The larger R1 relative to R2 is consistent with the
asymmetry in ion hydration attributed above to water struc-
ture. A consequence of assuming that the solvent responds
as a macroscopic dielectric is that the free energy of charg-
ing is proportional toqs

2 and therefore is independent of the
sign of qs (e.g., Eq. 15). Hencê­E/­qs&0 from the contin-
uum model must necessarily be equal to zero by symmetry
to charge reversal. A more appropriate comparison between
the simulation results and the continuum model would be to
evaluate the Born radii from free energies with this contri-
bution removed. We obtainR1 5 2.42 Å andR2 5 1.74 Å

TABLE 5 Simulation averages required to calculate the free
energy of charging the terminal methyl group of trans-butane
with Eq. 5

qs 0e 11e 21e

^­E/­qs&qs
8.4 (0.4) 2123.9 (0.7) 188.6 (2.0)

^(­E/­qs2 ^­E/­qs&qs
)2&qs

2
kBT^­2E/­qs

2&qs

78.6 (1.4) 85.2 (5.1) 105.0 (3.3)

The units of electrostatic potential are kcal/(mole). The numbers in
parentheses are the statistical uncertainties reported as one standard
deviation.
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for the charged methyl groups ofn-butane, and show below
that these values yield better descriptions of the conforma-
tional equilibria of the charged tetramers than do the orig-
inal, unadjusted values of the Born radii.

Conformational free energy of the
charged tetramers

We expect a significant shift in thecis-transconformational
equilibrium of n-butane when a terminal methyl group is
charged. The simulation results in Fig. 6 confirm this ex-
pectation. For both charged tetramers, the hydration free
energy is lower for the extendedtransconformation. This is
in contrast to unchargedn-butane, where the more compact
cis conformation is favored because of hydrophobic inter-
actions. The shift fromcis to trans is also greater for the
anion compared to the cation, which is consistent with the
asymmetry in ion hydration noted above.

Assuming that̂­E/­qs&0 is independent of solute confor-
mation, this contribution to the total hydration free energy
of the charged tetramers affects only its absolute value, not
the change in free energy associated with thecis-trans
conformational equilibrium.2 It follows, therefore, that the
adjusted Born radii, obtained fromDA(f) with qŝ ­E/­qs&0

subtracted, are preferred over the unadjusted values for
describing the conformational equilibrium of the charged
tetramers. Continuum model predictions ofDAhyd(f) using
the adjusted radii are compared with the simulation results
in Fig. 6. The predicted conformational free energies of
hydration for the anion (Fig. 6B) are in excellent agreement
with the simulations results. We note that the continuum
model would predict an even more favorable free energy of
hydrating thetrans conformation relative to thecis confor-
mation had the unadjusted Born radius (R2 5 1.56 Å) been
used instead.

In contrast to these results, the continuum model with
R1 5 2.42 Å fails to capture the correct qualitative features
of the conformational equilibrium for the cation (Fig. 6A).
In particular, the maximum inDAhyd(f) is shifted from the
cis to the gaucheconformation (f 5 60°). The predicted
gauchemaximum is a manifestation of the balance between
hydrophobic and electrostatic contributions to the free en-
ergy of hydration, as shown in Fig. 7. Electrostatic contri-
butions toDAhyd become more negative with increasingf,
indicating the expected gain in favorable electrostatic inter-
actions with water as the tetramer conformation becomes
more extended. For dihedral angles between;0° and;60°,
however, hydrophobic contributions dominateDAhyd such
that there is an initial increase inDAhyd with increasingf,
followed by the maximum as electrostatic contributions
gain in importance. We note that, forR1 5 2.82 Å, the
initial decrease in the electrostatic contribution of the hy-
dration free energy with increasingf is less pronounced.
Thus thegauchemaximum would still be present, and the
agreement between the continuum model and the simulation
results would have been worse. We conclude, therefore, that

a smaller value of the Born radius is needed to fit to the free
energy profile for the cation in Fig. 6A. We find that
quantitative agreement with the simulation results is ob-
tained withR1 5 2.01 Å (see Fig. 6A), but comes at the
expense of a poorer prediction of the free energy charging
the cation. UsingR1 5 2.01 Å, the continuum model
predicts the free energy of charging the cation to be276.7
kcal/mol, which is substantially more negative than
265.26 0.8 kcal/mol, the value obtained after adjusting for
qŝ ­E/­qs&0.

FIGURE 6 DAhyd of the charged tetramers as a function of the backbone
dihedral angle,f, referenced toDAhyd(f 5 0°) 5 0. (A) Cationic tetramer.
F, Simulation results.‚, The continuum model predictions fromR1 5
2.42 Å. M, The continuum model predictions fromR1 5 2.01 Å. (B)
Anionic tetramer.F, Simulation results.‚, The continuum model predic-
tions fromR2 5 1.74 Å. Error bars on the simulation results denote one
standard deviation. Hydrophobic contributions to the continuum model
predictions use the vdW surface andg 5 109 cal/(mol Å2).
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To examine why the optimalR1 is different for the
charging and the conformational free energies of hydration
for the cation, we consider the free energy of charging
cis-butane. Path independence of the free energy guarantees
that

DAhyd~0e 3 11e!uf5180° 2 DAhyd~0e 3 11e!uf50°

5 DAhyd~08 3 1808!u11e 2 DAhyd~08 3 1808!u0e

(18)

from which DAhyd(0e3 11e)uf50° 5 263.4 6 0.8 kcal/
mol, after subtractingqŝ ­E/­qs&0. Fitting the continuum
model to this value, we obtainR1 5 2.46 Å. ThusdR1 5
0.046 0.004 Å for thetrans to cis conformational change.
Using an analytical approximation based on the Born equa-
tion to determine the effect of changing the Born radius on
the free energy of charging the tetramer, we find the optimal
value of R1 5 2.45 Å for thecis conformation, in good
agreement with the value calculated above.3 We conclude,
therefore, that changes in the Born radius on the order of
1–2% as a function off can significantly alter the confor-
mational equilibrium of the charged tetramers. The differ-
ence betweenR1 optimized to either the charging free
energies of thetrans and cis conformations (R1 5 2.42–
2.46 Å) or thecis-trans conformational free energy (R1 5
2.01 Å) is analogous to the difference ing values obtained
from the hydration free energy and conformational free
energy of the uncharged tetramer.

CONCLUSIONS

The computational efficiency of the continuum model rel-
ative to explicit water simulations makes it appealing for

studying hydrated macromolecules. Moreover, the contin-
uum model establishes a convenient framework for discuss-
ing many aspects of hydration. In this paper we compared
implementations of the continuum model based on either
transfer or conformational free energies of hydation. Our
motivation was to assess the ability of the continuum model
to describe simultaneously the transfer thermodynamics and
the conformational equilibria for a collection of simple
hydrophobic and amphiphilic solutes in water.

Continuum hydrophobic effects are embodied withing,
the free energy/surface area coefficient. Comparing the free
energies of hydration of then-alkanes to the conformational
free energy profile ofn-butane in water, we have shown that
g can differ by as much as an order of magnitude, depending
on which process is modeled. Furthermore, althoughn-
alkane hydration free energies are described equally well by
vdW, solvent-accessible, or molecular surfaces, the vdW
surface is the best choice for the conformational equilibrium
of n-butane. These observations highlight the empirical
nature of a linear relationship between surface area and
hydration free energy (Eq. 10), and suggest that microscopic
hydrophobic effects are richer than implied by this simple
correlation.

A question that naturally follows is: To what extent can
these simple linear free energy relationships be applied to
the hydration of macromolecular solutes? We are currently
examining the conformational behavior of longern-alkanes
in water to gain insight into this question (Ashbaugh, 1998).
Recent simulations of the collapse ofn-dodecane in water
have led to an estimate forg of 140 cal/(mol Å2), based on
the molecular surface area (Wallqvist and Covell, 1995,
1996). We estimateg for the collapse ofn-dodecane to be
110 cal/(mol Å2) when we account for differences in the
methyl group radius that was used in that study and here.4

This value is in very good agreement with our result for
n-butane. Thus it appears reasonable that the value ofg
determined from the conformational equilibrium forn-bu-
tane conformation can be applied to significantly longer
chain n-alkanes. Recent continuum modeling of alanine
dipeptide conformational transitions (Marrone et al., 1996;
Ösapay et al., 1996; Schmidt and Fine, 1994) anda-helix
propagation (Yang and Honig, 1995a) concluded that hy-
drophobic contributions to these processes are negligible
and that they are driven by electrostatics. However, the
continuum parameters used in these studies were optimized
to experimental information on transfer thermodynamics. In
light of the present results, the conclusions drawn above
regarding biomolecular conformational equilibrium most
likely have underestimated the magnitude of the hydropho-
bic driving force toward collapse.

Like g in the continuum treatment of hydrophobic ef-
fects, the Born radius in the continuum treatment of elec-
trostatics is empirical in nature. We identified two defini-
tions of the Born radius that can be applied to calculate
charging free energies of the terminal methyl group of the
cationic and anionic tetramers. The difference between
these definitions is a contribution that corrects for the re-

FIGURE 7 Hydrophobic and electrostatic contributions toDAhyd, pre-
dicted using the continuum model withR1 5 2.42 Å.F, The hydrophobic
contributions to the free energy.Œ, The electrostatic contributions to the
free energy.‚, The total free energy. Hydrophobic contributions are
calculated using the vdW surface andg 5 109 cal/(mol Å2).
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sidual electrostatic potential of the uncharged cavity in
water. It was shown that values of the Born radii accounting
for this correction give a more accurate description of the
conformational free energies of the charged tetramers in
water. Thus we conclude that hydrophobic and electrostatic
contributions are not completely decoupled, as is assumed
in the continuum treatment. Indeed, a significant contribu-
tion to the free energy of ion hydration can be attributed to
the hydration structure in the vicinity of an uncharged
cavity. Taking this hydrophobic contribution into account in
defining Born radii for the charging free energies is ex-
pected to improve the accuracy and extend the range of
applicability of the continuum treatment of hydration
phenomena.

Much like g, we find that different Born radii are needed
to fit the charging free energies of thecis and trans ionic
tetramers, although this difference is relatively small. In
contrast, the effective Born radius that fits the correspond-
ing conformational free energy profile is significantly less
than either of these two values. In particular, the Born radius
of a cationic methyl group obtained from the charging free
energy qualitatively fails to predict the conformational be-
havior of the cationic tetramer. Using a Born radius that is
;20% lower than this charging value brings the continuum
conformational free energies into agreement with simula-
tion. However, the improved conformational description
comes at the expense of predicting an absolute charging free
energy that is too low. We attribute the difference between
the charging and conformational values ofR1 to a decrease
in the optimal charging value for thecis and trans confor-
mations of only 1.5%, which results in the observed 20%
decrease in the radius that best describes the conformational
equilibrium. Although this effect was observed only for the
cationic solute, it should be noted that the values ofR2 and
R1 depend on the assumed radius of the uncharged groups.
Had a vdW radius of 2.0 Å been used instead of 1.9 Å, the
optimal charging Born radii would be less. It follows that
the charging value ofR1 would be in better agreement with
its conformational value, and the valueR2 would be in
worse agreement.

In conclusion, continuum predictions of conformational
equilibria in aqueous solution are extremely sensitive to
small perturbations in both the optimal hydrophobic and
electrostatic parameters that describe the vacuum-to-water
transfer of the model solutes we examined. Not only do
these perturbations lead to effective parameters that best
describe hydrated conformational equilibria; they effect the
balance of hydrophobic and electrostatic interactions that
determine the solute conformational state. In particular, we
note that hydrophobic contributions to conformational col-
lapse are significantly underestimated by the vacuum-to-
water transfer free energies.
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ENDNOTES

1. The potential at zero charge appears to contributeqŝ ­E/­qs&0 to the
charging free energy calculated with Eq. 4, but only qŝ ­E/­qs&0/2 to the
free energy calculated with Eq. 5. Even so, we subtract the fullqŝ ­E/­qs&0

from the reported charging free energies calculated with Eq. 5. The
justification is that only relative differences in the electrostatic potential are
meaningful. The electrostatic potential determined from a simulation is
measured with respect to the bulk solvent having a reference potential of
zero. When the potential is measured relative to^­E/­qs&0 determined from
simulation, however, we must subtract^­E/­qs&0 not only from the poten-
tial at zero charge, making it effectively zero as in the continuum model,
but from the potential at chargeqs as well. This is equivalent to subtracting
qŝ ­E/­qs&0 from the charging free energy independent of the formula used
to evaluate the charging free energy. It is easily verified for an electrically
neutral system that shifting the electrostatic potential by a constant value
does not affect the net free energy.

2. To determine the conformational dependence of^­E/­qs&0, we per-
formed additional simulations of hydratedcis-butane. We calculated a
value of 8.36 0.3 kcal/(mole) for the free energy of charging, which
agrees within the statistical uncertainty with the value fortrans-butane
(Table 5). The result supports the assumed conformational independence of
^­E/­qs&0.

3. The Born equation (Eq. 15) is derived for charging a spherical ion. As
applied ton-butane, this equation neglects any effects due to the attached,
uncharged propyl group on the free energy of charging the terminal methyl
group, and hence has no conformational dependence. The Born equation,
however, does capture the effect of changes in the Born radius. For a small
perturbation in the radius ofdR, the Born equation predicts a perturbation
in the charging free energy of

d@DAhyd~0 3 qs!# 5 dRqs
2/8pe0R

2~1 2 1/eaq!

5 28dR/RDAhyd~0 3 qs!
(19)

Thus a 1% increase in the radius (dR/R 5 0.01) results in a 1% increase in
the charging free energy.

The free energy of charging thecis conformation ofn-butane obtained
from simulation isDAhyd(0e3 11e)uf50° 5 263.46 0.8 kcal/mol, after
subtractingqŝ ­E/­qs&0. From the continuum model withR1 5 2.42 Å, we
calculateDAhyd(0e3 11e)uf50° 5 264.2 kcal/mol. Therefore, the con-
tinuum model prediction isd[DAhyd(0e3 11e)] 5 0.8 6 0.1 kcal/mol
more negative than the simulation result. SubstitutingDAhyd(0e 3
11e)uf50° 5 264.2 kcal/mol,d[DAhyd(0e3 11e)] 5 0.86 0.1 kcal/mol,
andR1 5 2.42 Å into Eq. 18, we calculatedR1 5 0.036 0.003 Å. Thus
the best value forR1 in the cis conformation is 2.45 Å.

4. The radius of a methyl site onn-dodecane was assumed by Wallqvist
and Covell to be 1.7 Å, which is a better estimate of the vdW radius of a
lone carbon without pendant hydrogens. An uncharged carbon radius of 1.9
Å was used throughout this work. The water probe radius used in both
studies was 1.4 Å. We estimateg for the collapse ofn-dodecane, using a
radius of 1.9 Å, to beg(1.9 Å) ' g(1.7 Å)(1.7 Å/1.9 Å)2 5 110 cal/(mol
Å2). This estimate is in good agreement withg evaluated from the con-
formational behavior ofn-butane of 111 cal/(mol Å2).
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