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ABSTRACT Free energy calculations were carried out to understand the effect of the I56V mutation of human lysozyme on
its thermal stability. In the simulation of the denatured state, a short peptide including the mutation site in the middle is
employed. To study the dependence of the stability on the denatured-state structure, five different initial conformations,
native-like, extended, and three random-coil-like conformations, were examined. We found that the calculated free energy
difference, DDGcal, depends significantly on the structure of the denatured state. When native-like structure is employed,
DDGcal is in good agreement with the experimental free energy difference, DDGexp, whereas in the other four models, DDGcal

differs sharply from DDGexp. It is therefore strongly suggested that the structure around the mutation site takes a native-like
conformation rather than an extended or random-coil conformation. From the free energy component analysis, it has been
shown that free energy components originating from Lennard-Jones and covalent interactions dominantly determine DDGcal.
The contribution of protein-protein interactions to the nonbonded component of DDGcal is about the same as that from
protein-water interactions. The residues that are located in a hydrophobic core (F3, L8, Y38, N39, T40, and I89) contribute
significantly to the nonbonded free energy component of DDGcal. We also propose a general computational strategy for the
study of protein stability that is equally conscious of the denatured and native states.

INTRODUCTION

One of the fundamental problems in protein research is how
the native protein structures are stabilized by complex phys-
ical interactions (Fersht and Serrano, 1993; Mathews,
1993). To understand this problem, mutational analyses
have been carried out systematically in proteins such as
barnase (Kellis et al., 1989), chymotrypsin inhibitor 2 (CI2)
(Otzen and Fersht, 1995; Otzen et al., 1995), staphylococcal
nuclease (Shortle et al., 1990), T4 lysozyme (Eriksson et al.,
1992), and human lysozyme (Takano et al., 1995, 1997;
Funahashi et al., 1996). In most cases, the thermodynamic
changes caused by mutations, i.e., the free energy differ-
ence,DDG, have been explained only in terms of the struc-
tural changes in the native state. This is due to the fact that
structures of the denatured states are not well characterized
experimentally. However, it should be noted thatDDG is
defined as the difference between the free energy shift
caused by mutation in the native state,DGN, and that in the
denatured state,DGD. The explanation based only on the
structure of the native state is valid only when the stability
of the denatured state does not change for the mutation. In
this paper we calculateDDG by computer simulations and
explain the results in terms of the denatured as well as the
native state structures.

Free energy calculation based on molecular dynamics
(MD) simulation has now become a common tool for pro-
tein research (Beveridge and DiCapua, 1989; Straatsma and

McCammon, 1992; van Gunsteren and Mark, 1992; Koll-
man, 1993). In its applications to the studies of protein
stability, free energy calculations are performed for both the
native and denatured states. In the native state simulation, a
structure determined by x-ray crystallography is employed
as an initial structure. On the other hand, a model structure
is used in the denatured state simulation, because there is no
structure experimentally determined in atomic detail.

In the preceding studies, a short peptide including the
mutation site in the middle has been employed in the dena-
tured state simulation (Tidor and Karplus, 1991; Yun-yu et
al., 1993; Saito and Taminura, 1995; Sun et al., 1996;
Tanimura and Saito, 1996). This treatment involves the
approximation that only the neighboring residues of the
mutation site contribute significantly to the free energy
change in the denatured state. In our previous paper, the
validity of the approximation was discussed in the case of
CI2 (Sugita and Kitao, 1998). As a starting structure in the
free energy calculation, the extended conformation has fre-
quently been employed for the peptide (extended model) by
assuming that a protein is fully unfolded in the denatured
state. This assumption is expected to be valid when the
denaturation is caused by strong denaturants such as Gd-
mCl. However, in recent experimental studies, it has been
shown that the residual structure exists to some extent even
in the denatured state and that the structure becomes more
compact as the denaturation conditions become milder
(Buck et al., 1994; Dill and Shortle, 1991; Evans et al.,
1991; Radford et al., 1992; Flanagan et al., 1993; Kataoka
and Goto, 1996; Lattman, 1994; Shortle, 1996). In these
cases, it is unlikely that the extended model can be an
appropriate model for the denatured state. In this paper, we
employ five different conformations, including an extended
one, as initial structures of the simulations. By comparing
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the results with the experimental free energy difference,
DDGexp, we discuss a possible residual structure near the
mutation site in the denatured state. This is the first purpose
of this study.

The second purpose is to decompose the calculated free
energy,DDGcal, into several components, such as covalent,
Lennard-Jones, and electrostatic terms. Free energy compo-
nent analysis gives detailed information, which helps us to
understand the mechanism of the stability change caused by
the mutation. Although the components of the free energy
are path-dependent, they have significant meanings when
the path is thoughtfully chosen and clearly defined (Smith
and van Gunsteren, 1994; Boresch et al., 1994; Boresch and
Karplus, 1995; Brady and Sharp, 1995; Brady et al., 1996).

In free energy calculation, there is one difficulty to be
solved, i.e.,DDG is very small, typically on the order of a
few kcal/mol for single mutation. To obtainDDGcal com-
parable toDDGexp in accuracy, it is essential to establish a
simulation methodology by carefully examining simulation
algorithms (Yun-yu et al., 1993; Saito and Taminura, 1995).
In our calculation, we used a newly developed program for
free energy calculation by more accurate treatments of
nonbonded interactions. The performance of the developed
software package has been demonstrated elsewhere for the
case of V57A mutation of CI2 (Sugita and Kitao, 1998).

In this paper, we study a single-site mutation of human
lysozyme. Recently, systematic mutation analyses have
been carried out for this molecule (Takano et al., 1995,
1997; Funahashi et al., 1996). Thermodynamic changes as
well as structural changes in the native states caused by the
substitutions of I by V have been reported (Takano et al.,
1995). In the case of hen egg lysozyme, it has been shown
that hydrophobic clusters persist in a thermally denatured
state (Evans et al., 1991). Judging from these preceding
works, the extended model may not be appropriate in the
case of human lysozyme.

Among five I-to-V mutations that have been studied
experimentally, we have chosen the I56V mutation for the
present study for the following two reasons: 1) The muta-
tion site, I56, is located in the middle of ab-turn structure
in the native state (Fig. 1). It is of interest to investigate
whether the native-like structure around the mutation site is
preserved even in the denatured state, in which only local
interactions should be operative. 2)DDG of the I56V mu-
tation has been the largest of the five substitutions of I by V,
whereas the structural changes in the native state were the
smallest (Takano et al., 1995). This suggests that a large free
energy change is taking place in the denatured state. By
using free energy component analysis for different dena-
tured state models, we try to understand the physical nature
of I56V mutation.

METHOD

In this section, we briefly describe the methods of free
energy calculation to clearly define the notations in this

paper, although the theory of free energy calculation is well
established in the references (Beveridge and DiCapua,
1989; Straatsma and McCammon, 1992; van Gunsteren and
Mark, 1992; Kollman, 1993). The Gibbs free energy
changes between wild-type and mutant proteins are defined
as (Tidor and Karplus, 1991; Yun-yu et al., 1993; Saito and
Taminura, 1995; Sun et al., 1996; Tanimura and Saito,
1996)

DGW

WN 3 WD

DGN 2 2 DGD

MN 3 MD
DGM

, (1)

whereWN, WD, MN, andMD represent wild-type protein in
the native state, wild-type in the denatured state, mutant in
the native state, and mutant in the denatured state, respec-
tively. The denaturation free energy changes,DGW and
DGM, are determined by experimental methods, such as
calorimetry, whereas the mutation free energy changes in
the native state,DGN, and in the denatured state,DGD, are
obtained by theoretical methods, such as free energy per-
turbation (FEP) or thermodynamic integration (TI). A com-
parison between the calculated and experimental values is
made by using the relationDDG 5 DGW 2 DGM 5 DGN 2
DGD. It should be noted that the simulations of both the
native and denatured states are required to calculateDDG.

First, a HamiltonianH(l) is introduced. The coupling
parameter,l, takes a value between zero and unity, corre-
sponding to the path fromWN to MN or from WD to MD. In
other words,H(l) is defined to satisfy the conditions
H(0) 5 HW and H(1) 5 HM, whereHW and HM are the
Hamiltonians of the wild-type and mutant, respectively. In
FEP, the Gibbs free energy change from wild-type to mu-
tant,DG, which is eitherDGN or DGD, is given by

DG 5 2kBT O
i

ln^exp@2DH~li!/kBT#&li, (2)

FIGURE 1 The native state structure of human lysozyme. Heavy atoms
of the mutated residue I56 (red); the mutated methyl group (yellow); the
residues F3, L8, Y38, N39, T40, and I89 (blue); and the residues D53, Y54,
G55, and F57 (green). This figure was created with Molscript (Kraulis,
1991) and Raster3d (Merrit and Murphy, 1994).
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where ^. . .&li
represents the isothermal-isobaric ensemble

average obtained by using hamiltonianH(li) andDH(li) 5
H(li11) 2 H(li). In TI, DG is given by

DG 5 E
0

1K­H~l!

­l
L

l

dl. (3)

In TI, DG can be decomposed into free energy components.
The free energy change is divided into covalent (DGcov),
Lennard-Jones (DGLJ), electrostatic (DGel), and reaction
field (DGRF) components,

DG 5 DGcov 1 DGLJ 1 DGel 1 DGRF

5 DGcov 1 DGnonbd1 DGRF,
(4)

where the nonbonded component,DGnonbd, is defined as the
sum ofDGLJ andDGel. It has been shown thatDGRF, which
originates from the reaction field energy (Beglov and Roux,
1994), is negligible when the net charge of the system does
not change for the mutation (Sugita and Kitao, 1998). Be-
cause net charge is constant andDGRF is negligible in the
present study, we do not mentionDGRF in the following
sections.DGnonbd can also be divided into the atomic free
energy changes,DGatom i, and the residual free energy
changes,DGresiduea, as follows:

DGnonbd5 O
i

DGatom i

5 O
i
F1

2 O
j

DGatom pair ijG
(5)

DGnonbd5 O
a

DGresiduea

5 O
a
F O

atoms
in residuea

DGatom iG,
(6)

whereDGatom pair ij is a free energy component originating
from the nonbonded interaction between atomsi and j.

As mentioned in the Introduction, free energy compo-
nents are intrinsically path-dependent. A path employed in
the calculation must be defined clearly, otherwise free en-
ergy components are meaningless (Smith and van Gun-
steren, 1994; Boresch et al., 1994; Boresch and Karplus,
1995; Brady and Sharp, 1995; Brady et al., 1996). The path
is determined by the way in which the coupling parameterl
is changed. In this study, the single coupling parameter is
used for all energy terms, as already shown in Eqs. 2 and 3.

In the denatured state simulation, a five-residue peptide
including the mutation site in the middle (peptide model) is
employed (Tidor and Karplus, 1991; Yun-yu et al., 1993;
Saito and Taminura, 1995; Sun et al., 1996; Tanimura and
Saito, 1996). Here we clarify assumptions involved with the
peptide model used in the calculation ofDGD. First the
system is classified into three parts: residues included in the
peptide model (pept), the rest of the residues (rest), and

water molecules (wat). Considering the interactions among
these three parts, the free energy change can be decomposed
into three terms,

DG 5 DGpept-pept1 DGpept-wat1 DGpept-rest, (7)

whereDGpept-pept, DGpept-wat, andDGpept-restare free energy
changes caused by the interactions among the peptide part,
between the peptide and water molecules, and between the
peptide and the rest. In the native-state simulation, all terms
are considered in the calculation. In the peptide model for
the denatured state, the last term in Eq. 7,DGpept-rest, is
assumed to be negligible. The nonbonded component,
DGnonbd, can be partitioned into the components originating
from protein-protein interactions (DGpro-pro) and from pro-
tein-water interactions (DGpro-wat). DGpro-proin the native state
is a sum of nonbonded parts inDGpept-peptand DGpept-rest,
whereas in the peptide model of the denatured state,DGpro-pro

is identical to the nonbonded part inDGpept-pept.
To examine the structural dependence onDGpept-peptand

DGpept-wat, five different initial structures were prepared. In
the first model, which is termed the “native-like” model, the
initial coordinates of the peptide were taken from the x-ray
structure of the corresponding region. To sample conforma-
tional space in the vicinity of the initial conformation, we
added some constraints for backbone atoms. In the second
model, the initial conformation is an extended form, i.e., all
of the main-chain dihedral angles are taken to be equal to
180° (the extended model). Because no constraints are
added in the extended model, conformation is expected to
be more flexible.

The third model involves the random-coil state. In the
random-coil state, a protein fluctuates over a large confor-
mational space. Instead of performing a very long simula-
tion to sample a large conformational space, we carried out
three simulations starting from the different initial struc-
tures. An average ofDDGcal obtained from three calcula-
tions is regarded asDDG when the structure in the dena-
tured state is assumed to be random coil. Three different
structures were generated by the following procedure. MD
in vacuum was performed at high temperature (1000 K),
starting from the extended structure. Three structures are
selected from a MD trajectory every 300 ps. The root mean
square deviations (RMSDs) of backbone atoms from the
extended and native-like structures are shown in Table 1.

TABLE 1 Peptide models for the denatured state

Denatured
state model

RMSD*
(Å)

RMSD#

(Å)
No. of

water molecules

Extended (EXT) — 4.863 1062
Native-like (NTV) 4.863 — 1063
Random-coil-like 1 (RND1) 3.614 1.728 1064
Random-coil-like 2 (RND2) 1.888 3.407 1059
Random-coil-like 3 (RND3) 2.389 3.353 1060

*RMSDs of backbone atoms from the extended structure.
#RMSDs of backbone atoms from the native-like structure.
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The five structures employed in free energy calculations are
mutually distant in conformational space.

As listed in Table 1, EXT, NTV, RND1, RND2, and
RND3 represent the extended model, the native-like model,
and the random-coil-like models 1, 2, and 3 for the dena-
tured state, respectively. We have also created abbreviations
for DGD and DDGcal. DGD

NTV, DGD
EXT, DGD

RND1, DGD
RND2,

andDGD
RND3 representDGD of the corresponding models of

the denatured state.DDGNTV, DDGEXT, DDGRND1,
DDGRND2, andDDGRND3 representDDGcal when the cor-
responding models of the denatured state are employed.

Atomic coordinates determined by x-ray crystallography
were employed as the initial coordinates of human ly-
sozyme, 196 crystal water molecules, and one sodium ion in
the native-state simulation. An additional 4484 water mol-
ecules were placed around the protein to fill a sphere of
34-Å radius. A five-residue peptide including the mutation
site in the middle, ACE-Y-G-I-F-Q-NME, was used in the
denatured state simulations. As discussed above, we pre-
pared five different structures of the peptide. These peptides
were solvated by water molecules to fill a sphere of 20 Å.
The number of water molecules included in each denatured
system is listed in Table 1. In both the native and denatured
states, there are roughly three or more layers of water
molecules around the solute molecule.

Energy functions and algorithms of the MD simulations
are the same as those we have employed previously (Sugita
and Kitao, 1998). The AMBER all-atom energy function
(Weiner et al., 1986) was used for the protein and peptide
molecules, and the TIP3P model (Jorgensen et al., 1983)
was employed for water molecules. Spherical Solvent
Boundary Potential (SSBP) (Beglov and Roux, 1994) was
applied to the system, and Cell Multipole Method (CMM)
(Ding et al., 1992) was employed to evaluate nonbonded
interactions within the sphere. Each state is simulated in an
isothermal-isobaric ensemble. To achieve isothermal condi-
tions at 300 K, the Nose´-Hoover algorithm (Hoover, 1985;

Nosé, 1984) is introduced. Isobaric conditions at 1 atm are
realized by SSBP. Water molecules are treated as a rigid
body. The time step of the MD,Dt, is 0.5 fs.

Except for NTV, all of the systems were equilibrated by
the following procedure. 1) An energy minimization of
2000 steps is carried out, with a large value of constraint for
restricting protein heavy atoms and crystal water molecules
to the initial positions. 2) A 50-ps MD is performed to
equilibrate the system to 300 K and 1 atm, by gradually
relaxing the constraints. 3) A 50-ps MD is performed with-
out constraints. In NTV, mild constraints for restricting
peptide backbone atoms to the native positions are added
during the equilibration and the free energy calculation to
maintain the structure.

Free energy calculations in both the native and denatured
states were carried out in 20 successive stages by changing
the coupling parameterli asli 5 0.025, 0.075,. . . , 0.975
and by using the double wide sampling (Jorgensen and
Ravimohan, 1985). At eachli, a 5.0-ps MD simulation was
performed to equilibrate the system. From the final step of
the equilibration, a 5.0-ps MD was continued to calculate
DG. In total, 200 ps free energy calculations were per-
formed both in the forward (I to V) and the reverse (V to I)
directions.

All of the MD/FEP/TI calculations were performed by a
newly developed program package (Sugita and Kitao, 1998)
based on the framework of the Minimization/MD program
PRESTO (Morikami et al., 1992). Subroutines for calculat-
ing SSBP were kindly provided by Prof. Benoıˆt Roux.

RESULTS

Free energy differences

Free energy changes,DGN and DGD, determined by FEP
and TI are listed in Table 2. The convergence ofDG is
examined by the following two criteria. First, differences

TABLE 2 Free energy differences obtained by FEP and TI treatments

Method
Denatured state

model DGN (kcal/mol)* DGD (kcal/mol)* DDGcal (kcal/mol)#
uDDGcal 2 DDGexpu

(kcal/mol)§

FEP EXT 20.006 0.20 22.396 0.06 2.396 0.21 1.20
TI EXT 20.026 0.21 22.406 0.06 2.386 0.22 1.19
FEP NTV 20.006 0.20 21.026 0.13 1.026 0.24 0.18
TI NTV 20.026 0.21 21.016 0.12 0.996 0.24 0.21
FEP RND1 20.006 0.20 21.926 0.49 1.916 0.53 0.72
TI RND1 20.026 0.21 21.906 0.48 1.886 0.53 0.69
FEP RND2 20.006 0.20 22.096 0.14 2.096 0.24 0.90
TI RND2 20.026 0.21 22.106 0.14 2.086 0.25 0.89
FEP RND3 20.006 0.20 22.086 0.98 2.086 1.00 0.89
TI RND3 20.026 0.21 22.126 0.97 2.106 1.00 0.91
FEP Average¶ 20.006 0.20 22.036 0.64 2.036 0.64 0.85
TI Average¶ 20.026 0.21 22.046 0.64 2.026 0.64 0.84

*Values shown after6 represent the hysteresis errors, defined asuDG(forward) 2 DG(reverse)u/2, in whichDG is eitherDGN or DGD.
#Values shown after6 represent the standard deviation of four values,DGN(forward)2 DGD(forward),DGN(forward)2 DGD(reverse),DGN(reverse)2
DGD(forward), andDGN(reverse)2 DGD(reverse).
§The experimental free energy difference (DDGexp) is 1.26 0.1 kcal/mol (Takano et al., 1995).
¶“Average” represents the average values over RND1, RND2, and RND3.
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betweenDG obtained by FEP and that obtained by TI
should be negligibly small ifDG has been converged. The
differences were less than 0.1 kcal/mol in all cases. Second,
hysteresis errors (the values after6) were reasonably small
in the case of the native state, NTV, EXT, and RND2. These
two results indicate thatDGN, DGD

NTV, DGD
EXT, andDGD

RND2

have converged well. In the cases of RND1 and RND3,
hysteresis errors were larger than in the other cases. These
hysteresis errors were caused by the drifts of the peptide
structures during the free energy calculations.

As shown in Table 2,DGN was negligibly small com-
pared withDGD. This indicates thatDDG is dominantly
determined byDGD. In each model of the denatured state,
the mutant was energetically more stable than the wild-type
protein. Thus, in all cases,DDGcal is always positive. How-
ever, the magnitude ofDDGcal was significantly dependent
on the models of the denatured state. The free energy
differenceDDGNTV, 1.02 6 0.24 kcal/mol, was in good
agreement withDDGexp, 1.26 0.1 kcal/mol (Takano et al.,
1995), whereasDDGEXT was much greater thanDDGexp.
Free energy differences,DDGRND1, DDGRND2, DDGRND3,
and their average were also much larger thanDDGexp.
Judging from these results, NTV is the most appropriate
model for the denatured state. Free energy differences ob-
tained by NTV and EXT using TI are analyzed further in
detail to understand the effect of I56V mutation on protein
stability. EXT is chosen as the representative of the unsuit-
able models of the denatured state in the case of this
mutation.

Fluctuation in each model

The RMSD of backbone atoms between these two models
after equilibration MD, after forward calculation, and after
reverse calculation are 3.46, 3.78, and 3.50 Å, respectively.
During the 100-ps equilibration MD and 400-ps free energy
calculation, the structure of EXT stayed significantly dif-
ferent from that of NVT. To show dihedral angle fluctua-
tions during the free energy calculations, distributions of (f,
c) angles of the mutated residue are shown in Fig. 2. For
comparison, the distribution in the native state is also
shown. The RMSDs of (f, c) angles in the native state,
EXT, and NTV are (8.1, 7.6), (15.1, 19.0), and (11.0, 11.4),
respectively (in degrees). The distribution of dihedral angles
in EXT spreads over a larger conformational space than
those in NTV and the native state. The fluctuation of NTV
is slightly larger than that of the native state. Because the
constraints were added to the backbone atoms of NTV, the
distribution was determined by the strength of the
constraints. Their effect onDDGcal is examined in the
Discussion.

Analysis of interactions which dominantly
determine free energy difference

In Fig. 3, the free energy change (DG), covalent (DGcov),
Lennard-Jones (DGLJ), and electrostatic (DGel) components

at eachl are shown. Each component obtained by forward
and reverse calculations agreed well at eachl. An excellent
reversibility of free energy difference, as well as free energy
components, is reflected in the small hysteresis error given
in Table 2.

In Table 3, covalent (DGcov), Lennard-Jones (DGLJ), and
electrostatic (DGel) components are listed. Covalent and
electrostatic components ofDGN, DGD

NTV, andDGD
EXT are

positive, whereas Lennard-Jones components are negative.
In the native state, positive covalent and electrostatic com-
ponents cancel the negative Lennard-Jones component. The
difference betweenDGD

NTV and DGD
EXT originated mainly

from the difference in nonbonded contributions, i.e.,DGLJ

andDGel. BecauseDGN is negligibly small, the difference
betweenDDGNTV andDDGEXT originated mainly from the
difference inDGnonbdin the denatured state. InDDGNTV, the
contribution of DDGel is negligibly small. The other two

FIGURE 2 The distribution of anglesf, c of the mutated residue (a) in
the native state, (b) EXT, and (c) NTV, respectively, during the free energy
calculations.
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components,DDGLJ andDDGcov, dominantly contribute to
DDGNTV.

In Table 4, DGnonbd is partitioned into protein-protein
(DGpro-pro) and protein-water (DGpro-wat) components. Be-
cause the mutation site is fully buried in the hydrophobic
core in the native state as shown in Fig. 1,DGpro-wat was
much smaller thanDGpro-pro in the native state. In EXT, the
mutation site is more exposed to solvents than in NTV.
Therefore, the magnitude ofDGpro-wat in EXT was greater
than that in NTV. The contribution ofDDGpro-wat to
DDGnonbd is about the same as that ofDDGpro-pro in NTV.

Free energy component analysis in detail:
decomposition into residues

Nonbonded free energy differences are divided into the
residual components to determine which residues contribute
significantly to the change in stability. As shown in Fig. 4, the
residues far from the mutation site along the sequence, as well
as neighboring residues of the mutation site, contribute signif-
icantly to the total nonbonded free energy component. In Fig.
1, the protein residues whoseuDDGresidueau are greater than

0.03 kcal/mol are shown by ball-and-stick models in the na-
tive-state structure. The residues that contribute significantly to
DDGEXT are located either in the same hydrophobic core (F3,
L8, Y38, N39, T40, and I89) in the native state in which the
mutation site exists, or at the neighboring region of the muta-
tion site along the sequence (D53, Y54, G55, F57). Except for
D53 and Y54, all of the residues are in contact with the
mutation site. As shown in Fig. 5, the contributions from D53
and Y54 toDGD

EXT were relatively large, whereas those to
DGD

NTV were quite small.
All of the residues that contribute significantly to

DDGNTV are located in the hydrophobic core (F3, L8, Y38,
N39, T40, and I89) in the native state. They are very close
to the mutation site. In the native state, all of the atoms in
these residues were always located within 9 Å of the Cd

atom of I56 during the calculations. As shown in Fig. 5, the
free energy components of the neighboring region (D53,
Y54, G55, F57) in the native state are quite similar to those
in the denatured state. Although the residual components of
G55 and F57 toDGN were significant, they cancel theDGD

components of the corresponding residues (in Fig. 5). This
cancellation does not take place in the case ofDDGEXT,
DDGRND1, DDGRND2, andDDGRND3. This is whyDDGEXT,
DDGRND1, DDGRND2, andDDGRND3 are significantly larger
thanDDGexp.

Free energy component analysis in detail:
decomposition into chemical groups

Judging from the results, it is strongly suggested that the
native-like structure is appropriate for the residual structure
near the mutation site. To obtain a physical picture of this
mutation in detail,DDGNTV are decomposed into chemical
groups that are included in the residues of the hydrophobic
core (F3, L8, Y38, N39, T40, and I89). In Table 5, chemical
groups in these residues, whose magnitude of the non-
bonded free energy components is larger than 0.01 kcal/
mol, are listed. Side-chain chemical groups (methyl and
methylene groups) in the hydrophobic residues (F3, L8, and
I89), as well as main-chain chemical groups (amide and
carbonyl groups) in the hydrophilic residues (Y38, N39, and
T40) contribute significantly toDDGNTV.

DISCUSSIONS

Evaluation of the models for the denatured state

In this section, we evaluate the models of the denatured state
in terms of the results obtained in the present study. As
discussed in the Introduction, the approximation involved in
the peptide model consisting of five residues is that only the
neighboring residues of the mutation site contribute signif-
icantly to free energy changes in the denatured state, i.e.,
DGpept-rest5 0. In fact, we have shown in the previous paper
(Sugita and Kitao, 1998) that free energy components of
DGnonbdvanish rapidly as interatomic distances increase. It
is known experimentally that protein structures in the de-

FIGURE 3 l dependence of the free energy change (F, E), the covalent
term (�, ƒ), the Lennard-Jones term (■, h), and electrostatic term (Œ, ‚)
(a) in the native state, (b) in EXT, and (c) in NTV, respectively.Solid line,
forward calculation;dashed line, reverse calculation.
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natured states are less compact than those in the native
states. Therefore,DGpept-restis expected to be negligible if
“rest” residues are distant enough from the mutation site in
the denatured state.

In the present study, we have employed five-residue
peptides in the denatured state simulations. In the native
state, we note that, except for F57, free energy contributions
of the neighboring residues along the sequence are negligi-
bly small. Therefore, in the native-like model, the use of
five residues is sufficient for the model of the denatured
state. In the case of the extended peptide, the contribution
from the terminal residue (53) is not negligible, as shown in
Fig. 5b. To examine the dependence ofDGD on the segment
size of the peptides, we have carried out an additionalDGD

calculation by starting from the seven-residue peptide of
extended structure.DDGcal obtained in the calculation was
2.40 6 0.27 kcal/mol. The difference between seven- and
five-residue peptide models is within the range of error and
is negligible. Therefore, we think that the use of five resi-
dues is sufficient for both the extended and native-like
models of the denatured state.

Because free energy calculation is well established as
giving a reasonable free energy value when structure is
determined in atomic detail, we thinkDGN is reliable. If
DGpept-restis negligible in the denatured state, the structure
in the vicinity of the mutation site dominantly determines
DGD. As can be seen in Table 2,DDGcal was in good
agreement withDDGexp only when NTV was employed for
the denatured state. In the other cases,DDGcal were largely
overestimated. It is strongly suggested that the structure in
the vicinity of the mutation site in the denatured state is
native-like.

In NTV, mild constraints were added to the backbone
atoms to retain native-like structure. To examine their effect
on DDGcal, we have carried out two additionalDGD calcu-
lations by starting from the same native-like structure with
different strengths of the constraints. In the first case, no

constraints were applied. In this case, the native-like struc-
ture changed largely during reverse calculation (V to I).
Therefore, the hysteresis errors were significantly large.
However,DDGcal obtained in the forward calculation (V to
I) was in good agreement withDDGexp. This indicates that
DDGcal close toDDGNTV for the mild constraints is obtained
without constraints if the structure is determined to be
native-like. In the second case, the strength of the con-
straints was five times stronger than the mild one.DDGcal

obtained with this calculation was 0.886 0.22 kcal/mol,
which is quite close toDDGNTV for the mild constraints,
0.99 6 0.24 kcal/mol. ThusDDGcal obtained by using
native-like initial structure does not depend significantly on
the magnitude of constraints. In the model with the strong
constraints, the RMSDs of (f, c) angles of the mutated
residue, 6.8, 5.9 (in degrees), are less than those in the
native state, 8.1, 7.6, and in the mild constraints, 11.0, 11.4.
Because the structure in the denature state is expected to be
more flexible than that in the native state, the mild con-
straints used in NTV appear to be appropriate.

Side-chain rotamer states in NTV were the same as those
in the native state, except for the terminal residue (Q58).
The difference in the rotamer states in Q58 involves thex3

angle. The difference may be caused by the lack of hydro-
phobic interactions with some of the “rest” residues that are
in contact with Q58 in the native state.

Comparison with other models of the
denatured state

In the recent studies of Dobson and co-workers (Fiebig et
al., 1996; Smith et al., 1996a, b; Schwalbe et al., 1997),
local protein structure in the denatured state has been the-
oretically modeled by using a random coil polypeptide
model, which is based on amino-acid-specific (f, c) distri-
butions extracted from the Protein Data Bank. The modeled

TABLE 4 Nonbonded, protein-protein, and protein-water free energy components

Denatured state model Nonbonded (kcal/mol)* Protein-protein (kcal/mol)* Protein-water (kcal/mol)*

DGN — 20.876 0.14 20.946 0.08 0.076 0.07
DGD EXT 22.796 0.05 22.396 0.11 20.406 0.06

NTV 21.486 0.06 21.276 0.01 20.206 0.08
DDG EXT 1.896 0.15 1.456 0.14 0.476 0.09

NTV 0.606 0.16 0.336 0.08 0.286 0.10

*The meaning of6 is the same as in Table 2.

TABLE 3 Free energy components, covalent (cov), Lennard-Jones (LJ), and electrostatic (el)

Denatured state model Total (kcal/mol)* cov (kcal/mol)* LJ (kcal/mol)* el (kcal/mol)*

DGN — 20.026 0.21 0.856 0.07 21.546 0.10 0.676 0.04
DGD EXT 22.406 0.06 0.396 0.01 23.006 0.04 0.216 0.01

NTV 21.016 0.12 0.476 0.05 22.146 0.08 0.666 0.02
DDG EXT 2.386 0.22 0.466 0.07 1.466 0.10 0.466 0.04

NTV 0.996 0.24 0.386 0.09 0.606 0.13 0.016 0.05

*The meaning of6 is the same as in Table 2.
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structure has been compared with the results of NMR mea-
surements. Dobson et al. have applied their method to hen
lysozyme denatured in 8 M urea at low pH. They have
found four regions that deviate significantly from this ran-
dom coil model. The mutation site in the present study is not
included in the four regions, which implies that the structure
of our mutation site is not native-like (Schwalbe et al.,
1997). This disagreement may be due to the difference in
the denaturation conditions, i.e., thermal denaturation in the
present study and 8 M urea denaturation in their studies.
Although our method is different from theirs, both works
strongly pointed out the importance of studying structures in
the denatured states. To understand the physical nature of
protein stability, it is essential to investigate structures in the
denatured states both experimentally and theoretically.

Analysis in terms of both native and denatured
state structures

From experimental studies of protein stability, several em-
pirical rules have been proposed to explain the Gibbs free
energy changes at the different locations of the mutation
sites (Eriksson et al., 1992; Pace, 1992; Serrano et al.,

1992). For example, a statistical correlation has been found
betweenDDG and the number of methylene and methyl
groups within a sphere of 6-Å radius surrounding the de-
leted methylene group in barnase (Serrano et al., 1992). In
T4 lysozyme,DDG have been explained in terms of the
hydrophobicity of the side chain and the size of the cavity
created by substitutions (Eriksson et al., 1992). However,
the above correlation has not necessarily been observed for
mutations in other proteins, such as human lysozyme (Ta-
kano et al., 1995). Because these rules are based on the
implicit assumption thatDGD does not contribute toDDG
dominantly, it is natural that they do not have general
applicability. As we have shown in the present study,DDG
strongly depends on the structure of the denatured state. By
considering these results, we propose the following strategy
to investigate the effects of mutations on protein stability.

Computational strategy to investigate effects of
mutations on protein stability

1) Collect structural information on both the native and
denatured states. 2) Carry out free energy simulation in the

FIGURE 4 Residual nonbonded components of (a) DGN, (b) DDGEXT,
and (c) DDGNTV. These components of I56 are out of the range of the
figure. They are (a) 21.18, (b) 1.51, and (c) 0.31 kcal/mol.

FIGURE 5 Nonbonded contributions from the neighboring residues of
the mutation site, (a) to DGN, (b) to DGD

EXT, and (c) to DGD
NTV, respec-

tively. These components of I56 are out of the range of the figure. They are
(a) 21.18, (b) 22.69, and (c) 21.48 kcal/mol.
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native state to determineDGN. 3) Carry out the residual
component analysis ofDGN and decide how many residues
should be included in the denatured state simulation if the
native-like peptide model is to be employed. 4) Carry out
the calculation ofDGD by using various models considering
possible protein structures of the denatured state. 5) Com-
pare the results of free energy calculations with experimen-
tal values and judge which model for the denatured state is
appropriate. 6) Describe the effect of the mutation based on
the structures in both the native and denatured states. Con-
sidering free energy components, specify the type of inter-
action (Lennard-Jones, electrostatic, etc.) and which resi-
dues dominantly contribute toDDG.

CONCLUSION

The effect of the I56V mutation on the thermal stability of
human lysozyme was studied by free energy calculations.
To calculate small free energy difference with high accu-
racy, a program package with very accurate treatments of
the nonbonded energy calculations was employed. To study
the dependence of the calculated free energy difference on
the model structures of the denatured state, five different
structures, extended, native-like, and three random-coil-like
structures, were examined as the initial structures of the
peptide. The calculated free energy difference,DDGcal, is
significantly dependent on the structure. When the native-
like structure model is used,DDGcal is in good agreement
with the free energy difference determined experimentally.
It is strongly suggested that the structure in the vicinity of
the mutation site takes native-like rather than extended or
random-coil conformations.

To understand the physical nature of the I56V mutation,
DDGcal determined by using the native-like model is exam-
ined by free energy component analysis. It has been shown
that free energy components originating from Lennard-
Jones and covalent interactions dominantly determine

DDGcal. The contribution of protein-protein interactions to
DDGnonbd is about the same as that from protein-water
interactions. From the residual free energy components, it is
shown that the protein residues that are located in the
hydrophobic core (F3, L8, Y38, N39, T40, and I89), in
which the mutation site exists, contribute significantly to the
nonbonded free energy component. From the further com-
ponent analysis of these residues, it is shown that side-chain
chemical groups (methyl and methylene groups) in the
hydrophobic residues (F3, L8, and I89), as well as main-
chain chemical groups (amide and carbonyl groups) in the
hydrophilic residues (Y38, N39, and T40) contribute sig-
nificantly to DDGcal.

In this paper, we proposed a strategy to investigate the
effects of mutations on protein stability. Details of the
models for the denatured state (e.g., the number of residues
constituting a peptide model, the structure of the peptide
model) should be considered carefully, depending on pro-
teins, mutation sites, etc. To show the usefulness of this
strategy, applications to other mutations will be reported
elsewhere (Sugita et al., 1998).
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