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Dependence of Protein Stability on the Structure of the Denatured State:
Free Energy Calculations of 156V Mutation in Human Lysozyme

Yuji Sugita and Akio Kitao
Department of Chemistry, Graduate School of Science, Kyoto University, Kyoto 606-8502, Japan

ABSTRACT Free energy calculations were carried out to understand the effect of the 156V mutation of human lysozyme on
its thermal stability. In the simulation of the denatured state, a short peptide including the mutation site in the middle is
employed. To study the dependence of the stability on the denatured-state structure, five different initial conformations,
native-like, extended, and three random-coil-like conformations, were examined. We found that the calculated free energy
difference, AAG®®, depends significantly on the structure of the denatured state. When native-like structure is employed,
AAG“® is in good agreement with the experimental free energy difference, AAG®*®, whereas in the other four models, AAG®®
differs sharply from AAG®*P. It is therefore strongly suggested that the structure around the mutation site takes a native-like
conformation rather than an extended or random-coil conformation. From the free energy component analysis, it has been
shown that free energy components originating from Lennard-Jones and covalent interactions dominantly determine AAG®?'.
The contribution of protein-protein interactions to the nonbonded component of AAG®® is about the same as that from
protein-water interactions. The residues that are located in a hydrophobic core (F3, L8, Y38, N39, T40, and 189) contribute
significantly to the nonbonded free energy component of AAG®®. We also propose a general computational strategy for the
study of protein stability that is equally conscious of the denatured and native states.

INTRODUCTION

One of the fundamental problems in protein research is howlcCammon, 1992; van Gunsteren and Mark, 1992; Koll-
the native protein structures are stabilized by complex physman, 1993). In its applications to the studies of protein
ical interactions (Fersht and Serrano, 1993; Mathewsstability, free energy calculations are performed for both the
1993). To understand this problem, mutational analysesative and denatured states. In the native state simulation, a
have been carried out systematically in proteins such astructure determined by x-ray crystallography is employed
barnase (Kellis et al., 1989), chymotrypsin inhibitor 2 (ClI2) as an initial structure. On the other hand, a model structure
(Otzen and Fersht, 1995; Otzen et al., 1995), staphylococc# used in the denatured state simulation, because there is no
nuclease (Shortle et al., 1990), T4 lysozyme (Eriksson et alstructure experimentally determined in atomic detail.
1992), and human lysozyme (Takano et al., 1995, 1997; In the preceding studies, a short peptide including the
Funahashi et al., 1996). In most cases, the thermodynamigutation site in the middle has been employed in the dena-
changes caused by mutations, i.e., the free energy diffetured state simulation (Tidor and Karplus, 1991; Yun-yu et
ence AAG, have been explained only in terms of the struc-al., 1993; Saito and Taminura, 1995; Sun et al., 1996;
tural changes in the native state. This is due to the fact thafanimura and Saito, 1996). This treatment involves the
structures of the denatured states are not well characterizeghproximation that only the neighboring residues of the
experimentally. However, it should be noted tetG is  mutation site contribute significantly to the free energy
defined as the difference between the free energy shifghange in the denatured state. In our previous paper, the
caused by mutation in the native stafe,, and that in the  validity of the approximation was discussed in the case of
denatured stateAGp. The explanation based only on the C|2 (Sugita and Kitao, 1998). As a starting structure in the
structure of the native state is valid only when the Stabi”tyfree energy calculation, the extended conformation has fre-
of the denatured state does not change for the mutation. I§uently been employed for the peptide (extended model) by
this paper we calculatdaAG by computer simulations and assuming that a protein is fully unfolded in the denatured
explain the results in terms of the denatured as well as thgiate. This assumption is expected to be valid when the
native state structures. denaturation is caused by strong denaturants such as Gd-
Free energy calculation based on molecular dynamicenC|. However, in recent experimental studies, it has been
(MD) simulation has now become a common tool for pro-shown that the residual structure exists to some extent even
tein research (Beveridge and DiCapua, 1989; Straatsma afd the denatured state and that the structure becomes more
compact as the denaturation conditions become milder
(Buck et al., 1994; Dill and Shortle, 1991; Evans et al.,
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the results with the experimental free energy difference
AAG®*® we discuss a possible residual structure near th
mutation site in the denatured state. This is the first purpos
of this study.

The second purpose is to decompose the calculated fre
energy, AAG® into several components, such as covalent.
Lennard-Jones, and electrostatic terms. Free energy comp
nent analysis gives detailed information, which helps us tc ¥
understand the mechanism of the stability change caused t
the mutation. Although the components of the free energy
are path-dependent, they have significant meanings whe /
the path is thoughtfully chosen and clearly defined (Smith*®
and van Gunsteren, 1994; Boresch et al., 1994; Boresch ar
Karplus, 1995; Brady and Sharp, 1995; Brady et al., 1996).

In free energy calculation, there is one dlfﬂCU|ty to be FIGURE 1 The native state structure of human lysozyme. Heavy atoms

solved, i.e. AAG iS' very smallz typically on the order of @ 4f the mutated residue I156¢); the mutated methyl groupyéliow); the
few kcal/mol for single mutation. To obtaiAAG®® com-  residues F3, L8, Y38, N39, T40, and I88e); and the residues D53, Y54,

parable to)AAG®® in accuracy, it is essential to establish a G55, and F57 dreer). This figure was created with Molscript (Kraulis,
simulation methodology by carefully examining simulation 1991) and Raster3d (Merrit and Murphy, 1994).
algorithms (Yun-yu et al., 1993; Saito and Taminura, 1995).
In our calculation, we used a newly developed program fowpaper, although the theory of free energy calculation is well
free energy calculation by more accurate treatments oéstablished in the references (Beveridge and DiCapua,
nonbonded interactions. The performance of the developetl989; Straatsma and McCammon, 1992; van Gunsteren and
software package has been demonstrated elsewhere for theark, 1992; Kollman, 1993). The Gibbs free energy
case of V57A mutation of CI2 (Sugita and Kitao, 1998). changes between wild-type and mutant proteins are defined
In this paper, we study a single-site mutation of humanas (Tidor and Karplus, 1991; Yun-yu et al., 1993; Saito and
lysozyme. Recently, systematic mutation analyses hav&aminura, 1995; Sun et al., 1996; Tanimura and Saito,
been carried out for this molecule (Takano et al., 19951996)
1997; Funahashi et al., 1996). Thermodynamic changes as

well as structural changes in the native states caused by the Wi, Aiv Wy

substitutions of | by V have been reported (Takano et al., N J e (1)
1995). In the case of hen egg lysozyme, it has been shown My — Mp

that hydrophobic clusters persist in a thermally denatured AGu

state (Evans et al., 1991). Judging from these precedin

WhereWy, Wy, My, andM,, represent wild-type protein in
works, the extended model may not be appropriate in th N oD T D eP ype p

fh | fhe native state, wild-type in the denatured state, mutant in
case of human lysozyme. the native state, and mutant in the denatured state, respec-

Among five I-to-V mutations that have been studied . :
. . tively. The denaturation free energy changas;,, and
experimentally, we have chosen the |56V mutation for the y 9y 98w

t studv for the following t ‘1) Th ¢ AG,,, are determined by experimental methods, such as
present study Tor the Toflowing tWo reasons. ) The mu a'calorimetry, whereas the mutation free energy changes in
tion site, 156, is located in the middle of@&turn structure

. ; i : ) . . the native stateAG,, and in the denatured sta , are
in the native state (Fig. 1). It is of interest to investigate @AGy ®Co

hether th tive-like struct dth tat it -obtained by theoretical methods, such as free energy per-
whether the native-like structure around the mutation Site€ 13,y ation (FEP) or thermodynamic integration (TI). A com-
preserved even in the denatured state, in which only loc

! . . arison between the calculated and experimental values is
interactions should be operative. RAG of the 156V mu- b

tation has been the largest of the five substitutions of | by V,?gd.e gﬁ?ﬂ% tgg rr(]e (I)?g;mtAhit thiGsvivmulgtiGo'\g S cﬁGl)%th the
whereas the structural changes in the native state were t'ﬁ%ti[z/e and denatured states are required to calchlA®.
smallest (Takano et al., 1995). This suggests that a large free First, a HamiltonianH(A) is introduced. The coupling

energy change is taking place in the denatured state. Bﬁaraméter}\, takes a value between zero and unity, corre-

using free energy component analysis for different dena-s onding to the path fro, to My, or from Wy, to My, In

tured state quels, we try to understand the physical natur her words, H(\) is defined to satisfy the conditions

of 156V mutation. H(0) = H,, andH(1) = H,,, whereH,, andH,, are the
Hamiltonians of the wild-type and mutant, respectively. In
FEP, the Gibbs free energy change from wild-type to mu-

METHOD tant, AG, which is eitherAGy or AGp, is given by

In this section, we briefly describe the methods of free AG = —kgT 2, In{ex —AH\)/Ks Ty, 2
energy calculation to clearly define the notations in this i
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where (- - -), represents the isothermal-isobaric ensemblavater molecules (wat). Considering the interactions among

average obtained by using hamiltonid(y;) andAH(\;) = these three parts, the free energy change can be decomposed
H(Ai+ ) — H). In TI, AG is given by into three terms,
l(")HA AG:AGe-e+AGe-Wa+AGe-re (7)
AG:J< a;)> d)\. (3) pept-pept pept-wat pept-rest
0 A whereAG e pept AGpept-wat ANAAGpeptres@re free energy

. changes caused by the interactions among the peptide part,
InTl, AG can be decomposed into free energy components,eqyeen the peptide and water molecules, and between the

The free energy change is divided into covaleAG(.),  peptide and the rest. In the native-state simulation, all terms
Lennard-JonesAG, ,), electrostatic 4G), and reaction  4re considered in the calculation. In the peptide model for

field (AGgg) components, the denatured state, the last term in EQ.AG eptrest IS
AG = AGy, + AG,, + AG, + AGge assumed to be ngghglblg The nonbonded co_m.pon.ent,
(4)  AG, g Can be partitioned into the components originating
= AGgoy + AGonba + AGrp from protein-protein interactionsAG,q.pr9 and from pro-

) _ tein-water interactionsNG,;o wa)- AGpro-proiN the native state
where the nonbonded componeh6,,,nq is defined asthe i o sum of nonbonded parts MG ep pep:ANA AGpeptrest

sum ofAG,; andAG,,. It has been shown thaiGge, which  \hereas in the peptide model of the denatured SIS
originates from the reaction field energy (Beglov and RouX,g iqentical to the nonbonded part XG e pcpept
pept-pe

1994), is negligible when the net charge of the system does 1 ayvamine the structural dependencely, . pepand

not change for the mutation (Sugita and Kitao, 1998). B AG epewa five different initial structures were prepared. In
cause net charge is constant aiigg is negligible in the e first model, which is termed the “native-like” model, the
present study, we do not mentia&xGg in the following

: o : _ initial coordinates of the peptide were taken from the x-ray
sections. AG,,,,,q Can also be divided into the atomic free

. structure of the corresponding region. To sample conforma-
energy changesAGgom; and the residual free energy yiona| space in the vicinity of the initial conformation, we
changesAG, qiquens as follows:

added some constraints for backbone atoms. In the second
AGrog= D AGyom: model, thg initial_ copformation is an extended form, i.e., all
i of the main-chain dihedral angles are taken to be equal to
() 180° (the extended model). Because no constraints are
added in the extended model, conformation is expected to
J] be more flexible.
The third model involves the random-coil state. In the
AGrgps= S, AGrecisuen random-coil state, a protein quctuat_es over a large cpnfor—
. mational space. Instead of performing a very long simula-
6)  tionto sample a large conformational space, we carried out
three simulations starting from the different initial struc-
= 2 [ Z AGiomi

= z |% z AGa’[om pairi

J

atoris ' tures. An average oAAG®® obtained from three calcula-
in residuex tions is regarded adAG when the structure in the dena-
where AGom pair IS @ free energy component originating tured state is assumed to be random coil. Three different

from the nonbonded interaction between atdnasd. structures were generated by the following procedure. MD
As mentioned in the Introduction, free energy compo-in vacuum was performed at high temperature (1000 K),
nents are intrinsically path-dependent. A path employed i$tarting from the exter)ded structure. Three structures are
the calculation must be defined clearly, otherwise free enSelécted from a MD trajectory every 300 ps. The root mean
ergy components are meaningless (Smith and van Gursduare deviations (RMSDs) of backbone atoms from the
steren. 1994: Boresch et al.. 1994: Boresch and KarpluseXte”ded and native-like structures are shown in Table 1.
1995; Brady and Sharp, 1995; Brady et al., 1996). The path

is determined by the way in which the coupling paramater

is changed. In this study, the single COUp"n_g parameter iABLE 1 Peptide models for the denatured state
used for all energy terms, as already shown in Egs. 2 and 3:

[e3

In the denatured state simulation, a five-residue peptide S?aetr;a;;gzzl R'\(/I,f)D R'\(AAS)D# Wate’:‘?ﬁ;fecules
including the mutation site in the middle (peptide model) is
employed (Tidor and Karplus, 1991; Yun-yu et al., 1993;5;1?\?;?3;%;\)/) 4863 4.863 110%%2
Saito and Taminura, 1995; Sun et al., 1996; Tanimura angandom-coil-ike 1 (RND1)  3.614 1.728 1064
Saito, 1996). Here we clarify assumptions involved with therandom-coil-like 2 (RND2) 1.888 3.407 1059
peptide model used in the calculation AG,. First the  Random-coil-like 3 (RND3) 2.389 3.353 1060

system is classified into three parts: residues included in thé&kpmsps of backbone atoms from the extended structure.
peptide model (pept), the rest of the residues (rest), antRMSDs of backbone atoms from the native-like structure.
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The five structures employed in free energy calculations aréose 1984) is introduced. Isobaric conditions at 1 atm are
mutually distant in conformational space. realized by SSBP. Water molecules are treated as a rigid
As listed in Table 1, EXT, NTV, RND1, RND2, and body. The time step of the MD\t, is 0.5 fs.
RND3 represent the extended model, the native-like model, Except for NTV, all of the systems were equilibrated by
and the random-coil-like models 1, 2, and 3 for the denathe following procedure. 1) An energy minimization of
tured state, respectively. We have also created abbreviatio@900 steps is carried out, with a large value of constraint for
for AGp and AAG®™, AGR™, AGE*T, AGENP?, AGENP?,  restricting protein heavy atoms and crystal water molecules
andAGENP3 represent\G, of the corresponding models of to the initial positions. 2) A 50-ps MD is performed to
the denatured state AAGNTY, AAGFXT, AAGRNP!  equilibrate the system to 300 K and 1 atm, by gradually
AAGRNP2 and AAGRNP® representAAG®® when the cor-  relaxing the constraints. 3) A 50-ps MD is performed with-
responding models of the denatured state are employed. out constraints. In NTV, mild constraints for restricting
Atomic coordinates determined by x-ray crystallographypeptide backbone atoms to the native positions are added
were employed as the initial coordinates of human ly-during the equilibration and the free energy calculation to
sozyme, 196 crystal water molecules, and one sodium ion imaintain the structure.
the native-state simulation. An additional 4484 water mol- Free energy calculations in both the native and denatured
ecules were placed around the protein to fill a sphere oftates were carried out in 20 successive stages by changing
34-A radius. A five-residue peptide including the mutationthe coupling parametex, asA; = 0.025, 0.075, . .,0.975
site in the middle, ACE-Y-G-I-F-Q-NME, was used in the and by using the double wide sampling (Jorgensen and
denatured state simulations. As discussed above, we pr&avimohan, 1985). At eack), a 5.0-ps MD simulation was
pared five different structures of the peptide. These peptidegerformed to equilibrate the system. From the final step of
were solvated by water molecules to fill a sphere of 20 A.the equilibration, a 5.0-ps MD was continued to calculate
The number of water molecules included in each denaturedG. In total, 200 ps free energy calculations were per-
system is listed in Table 1. In both the native and denatureébrmed both in the forward (I to V) and the reverse (V to I)
states, there are roughly three or more layers of watedirections.
molecules around the solute molecule. All of the MD/FEP/TI calculations were performed by a
Energy functions and algorithms of the MD simulations newly developed program package (Sugita and Kitao, 1998)
are the same as those we have employed previously (Sugitesed on the framework of the Minimization/MD program
and Kitao, 1998). The AMBER all-atom energy function PRESTO (Morikami et al., 1992). Subroutines for calculat-
(Weiner et al., 1986) was used for the protein and peptidéng SSBP were kindly provided by Prof. Béh&oux.
molecules, and the TIP3P model (Jorgensen et al., 1983)
was employed for water molecules. Spherical Solvent
Boundary Potential (SSBP) (Beglov and Roux, 1994) waRESULTS
applied to the system, and Cell Multipole Method (CMM)
(Ding et al., 1992) was employed to evaluate nonbonde
interactions within the sphere. Each state is simulated in aRree energy changedG, and AGp, determined by FEP
isothermal-isobaric ensemble. To achieve isothermal condiand TI are listed in Table 2. The convergenceAd is
tions at 300 K, the Ndseloover algorithm (Hoover, 1985; examined by the following two criteria. First, differences

gree energy differences

TABLE 2 Free energy differences obtained by FEP and TI treatments

Denatured state [AAG® — AAG®H
Method model AGy (kcal/mol)* AGp, (kcal/mol)* AAG® (kcal/mol) (kcal/moly®
FEP EXT —0.00*+ 0.20 —2.39+ 0.06 2.39+0.21 1.20
TI EXT -0.02+0.21 —2.40* 0.06 2.38+ 0.22 1.19
FEP NTV —0.00*+ 0.20 -1.02+0.13 1.02+ 0.24 0.18
TI NTV -0.02+0.21 -1.01+0.12 0.99+ 0.24 0.21
FEP RND1 —0.00=* 0.20 -1.92+ 0.49 1.91+ 0.53 0.72
TI RND1 -0.02+0.21 —-1.90*+ 0.48 1.88+ 0.53 0.69
FEP RND2 —0.00*+ 0.20 —2.09+0.14 2.09+ 0.24 0.90
T RND2 -0.02+0.21 -2.10*+0.14 2.08+ 0.25 0.89
FEP RND3 —0.00*+ 0.20 —2.08+ 0.98 2.08* 1.00 0.89
T RND3 -0.02+0.21 -2.12+0.97 2.10+ 1.00 0.91
FEP Averagé —0.00% 0.20 —2.03*+ 0.64 2.03+ 0.64 0.85
TI Averagd -0.02+0.21 —2.04+ 0.64 2.02+ 0.64 0.84

*Values shown after+ represent the hysteresis errors, definedAga(forward) — AG(reverse))2, in which AG is eitherAGy, or AGp,.

“Values shown after- represent the standard deviation of four valuss,(forward) — AGp(forward), AGy(forward) — AGp(reverse) AGy(reverse)—
AGp(forward), andAGy(reverse)— AGp(reverse).

SThe experimental free energy differend®AG®P) is 1.2 = 0.1 kcal/mol (Takano et al., 1995).

“Average” represents the average values over RND1, RND2, and RND3.
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betweenAG obtained by FEP and that obtained by TI FreTTT P
should be negligibly small iANG has been converged. The 150 g
differences were less than 0.1 kcal/mol in all cases. Second, 100 |- &
hysteresis errors (the values aftey were reasonably small g :
in the case of the native state, NTV, EXT, and RND2. These 50 ]
two results indicate thatGy, AGY™, AGE*", andAGENP? > 0r- . 3
have converged well. In the cases of RND1 and RND3, 50 F E
hysteresis errors were larger than in the other cases. These 3 1
hysteresis errors were caused by the drifts of the peptide -100 [ g
structures during the free energy calculations. 150 b E
As shown in Table 2AGy was negligibly small com- FE UL PP UTTN I OUIY PRUR e
pared with AGp. This indicates thaNAG is dominantly 150 [ -, =
determined byAGp,. In each model of the denatured state, 100 P b ]
the mutant was energetically more stable than the wild-type S
protein. Thus, in all casedAG is always positive. How- 50 |-
ever, the magnitude afAG®® was significantly dependent -~ of E
on the models of the denatured state. The free energy : ]
difference AAGN™, 1.02 = 0.24 kcal/mol, was in good -50 E
agreement WitMAG®®, 1.2 + 0.1 kcal/mol (Takano et al., 100 F 3
1995), whereaddAG=*" was much greater thanAG®®, 3 ]
Free energy differenced AGRNPY, AAGRNP? AAGRNPS, e N T T
and their average were also much larger thehG®®. e
Judging from these results, NTV is the most appropriate g c 1
model for the denatured state. Free energy differences ob- 100 | g
tained by NTV and EXT using Tl are analyzed further in 50 -
detail to understand the effect of I56V mutation on protein F
stability. EXT is chosen as the representative of the unsuit- > 0 E
able models of the denatured state in the case of this 50 [ ‘ -
mutation. -
-100 -

L -150 =
Fluctuation in each model Eoel i bl ce e nandedd
The RMSD of backbone atoms between these two models -150 -100 -50 0 50 100 150
after equilibration MD, after forward calculation, and after ¢

reverse calculation are 3.46, 3.78, and 3.50 A, respectively.
During t,he 100-ps equilibration MD and 40Q-p§ ,free ene'_’g))t:he native statep) EXT, and €) NTV, respectively, during the free energy
calculation, the structure of EXT stayed significantly dif- .5 cujations.

ferent from that of NVT. To show dihedral angle fluctua-

tions during the free energy calculations, distributionsgf (

) angles of the mutated residue are shown in Fig. 2. For

comparison, the distribution in the native state is alscAt €achi are shown. Each component obtained by forward
shown. The RMSDs ofd, ) angles in the native state, and reverse calculations agreed well at eacAn excellent
EXT, and NTV are (8.1, 7.6), (15.1, 19.0), and (11.0, 11.4) reversibility of free energy difference, as well as free energy
respectively (in degrees). The distribution of dihedral anglesomponents, is reflected in the small hysteresis error given
in EXT spreads over a larger conformational space thain Table 2.

those in NTV and the native state. The fluctuation of NTV  In Table 3, covalent{G,,), Lennard-JonesAG, ,), and

is slightly larger than that of the native state. Because thé&lectrostatic 4G.) components are listed. Covalent and
constraints were added to the backbone atoms of NTV, thelectrostatic components &Gy, AGS™, and AG5*" are
distribution was determined by the strength of thepositive, whereas Lennard-Jones components are negative.
constraints. Their effect oMAG®® is examined in the In the native state, positive covalent and electrostatic com-
Discussion. ponents cancel the negative Lennard-Jones component. The
difference betweemG}'™ and AG5*" originated mainly
from the difference in nonbonded contributions, &G, ;
andAG,,. BecauseAGy is negligibly small, the difference
betweenAAGN™ and AAGF*T originated mainly from the

In Fig. 3, the free energy changA®), covalent AG..), difference inAG,,n4in the denatured state. AGN™, the
Lennard-JonesAG, ;), and electrostaticAG,)) components contribution of AAG, is negligibly small. The other two

IGURE 2 The distribution of angles, ¢ of the mutated residuea) in

Analysis of interactions which dominantly
determine free energy difference
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T s : — 0.03 kcal/mol are shown by ball-and-stick models in the na-
g srIeEl e S tive-state structure. The residues that contribute significantly to

S e AAGF*T are located either in the same hydrophobic core (F3,

a4 b N2 grs e o O ] L8, Y38, N39, T40, and 189) in the native state in which the

j o ——t mutation site exists, or at the neighboring region of the muta-
2 b e e tion site along the sequence (D53, Y54, G55, F57). Except for
. ] D53 and Y54, all of the residues are in contact with the
mutation site. As shown in Fig. 5, the contributions from D53
) f 3 ‘ i ‘ ] and Y54 toAGE*" were relatively large, whereas those to
i ‘ ] AGR™ were quite small.

All of the residues that contribute significantly to
AAGN™ are located in the hydrophobic core (F3, L8, Y38,
N39, T40, and 189) in the native state. They are very close
to the mutation site. In the native state, all of the atoms in
these residues were always located withi A of the C
atom of 156 during the calculations. As shown in Fig. 5, the
free energy components of the neighboring region (D53,
Y54, G55, F57) in the native state are quite similar to those
in the denatured state. Although the residual components of
G55 and F57 tAG,, were significant, they cancel theGy
components of the corresponding residues (in Fig. 5). This
cancellation does not take place in the caseAAGE*T,
AAGRNPL AAGRNPZ andAAGRNP3, This is whyAAGE*T,
AAGRNPL AAGRNPZ andAAGRNP? are significantly larger
than AAG®®.

A G (keal/mol)

3 b :

A G (keal/mol)

A G (kcal/mol)
N

Free energy component analysis in detail:
decomposition into chemical groups

FIGURE 3 X dependence of the free energy chargeC()),_the covalent Judging from the results, it is strongly suggested that the
term (v, V), the Lennard-Jones term ([)), and electrostatic termk 4) 1, 4ive_|ike structure is appropriate for the residual structure
(a) in the native statep] in EXT, and €) in NTV, respectivelySolid ling . . . . . .
forward calculationdashed linereverse calculation. near the mutation site. To obtain a physical picture of this
mutation in detail AAGN™Y are decomposed into chemical
groups that are included in the residues of the hydrophobic
core (F3, L8, Y38, N39, T40, and 189). In Table 5, chemical
groups in these residues, whose magnitude of the non-
) - ) ) . bonded free energy components is larger than 0.01 kcal/
In Table 4, AG,onpq IS partitioned into protein-protein o) are |isted. Side-chain chemical groups (methyl and
(AGpro-prd and protein-waterXGpro.a) COMPONENIS. Be-  mathyiene groups) in the hydrophobic residues (F3, L8, and
cause the mutation site is fully buried in the hydrophoblclsg)’ as well as main-chain chemical groups (amide and

core in the native state as shown in Fig. Ay 502t WS carhonyl groups) in the hydrophilic residues (Y38, N39, and
much smaller thadG,,_ ., in the native state. In EXT, the T40) contribute significantly ta\AGNT.

mutation site is more exposed to solvents than in NTV.
Therefore, the magnitude &G, . in EXT was greater

than that in NTV. The contribution oAAG,, . t0  DISCUSSIONS
AAG,5npqis about the same as that G, 1o IN NTV.

componentsAAG, ; andAAG,,,, dominantly contribute to
AAGNTY,

Evaluation of the models for the denatured state

In this section, we evaluate the models of the denatured state
in terms of the results obtained in the present study. As
discussed in the Introduction, the approximation involved in
Nonbonded free energy differences are divided into thehe peptide model consisting of five residues is that only the
residual components to determine which residues contributeeighboring residues of the mutation site contribute signif-
significantly to the change in stability. As shown in Fig. 4, theicantly to free energy changes in the denatured state, i.e.,
residues far from the mutation site along the sequence, as WellG,,.,;...s= 0. In fact, we have shown in the previous paper
as neighboring residues of the mutation site, contribute signifSugita and Kitao, 1998) that free energy components of
icantly to the total nonbonded free energy component. In FigAG,,,.,qVanish rapidly as interatomic distances increase. It
1, the protein residues Who$&AG, qique] @re greater than is known experimentally that protein structures in the de-

Free energy component analysis in detail:
decomposition into residues
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TABLE 3 Free energy components, covalent (cov), Lennard-Jones (LJ), and electrostatic (el)

Denatured state model Total (kcal/mol)* cov (kcal/mol)* LJ (kcal/mol)* el (kcal/mol)*
AGy — —-0.02+0.21 0.85+ 0.07 —1.54+0.10 0.67+ 0.04
AGp EXT —2.40* 0.06 0.39+ 0.01 —3.00* 0.04 0.21+ 0.01
NTV —-1.01+0.12 0.47+ 0.05 —2.14+ 0.08 0.66+ 0.02
AAG EXT 2.38+ 0.22 0.46*+ 0.07 1.46* 0.10 0.46+ 0.04
NTV 0.99+ 0.24 0.38+ 0.09 0.60= 0.13 0.01+ 0.05

*The meaning of* is the same as in Table 2.

natured states are less compact than those in the natie®nstraints were applied. In this case, the native-like struc-
states. ThereforedG,q.rsiiS €Xpected to be negligible if ture changed largely during reverse calculation (V to ).
“rest” residues are distant enough from the mutation site inrherefore, the hysteresis errors were significantly large.
the denatured state. However,AAG®® obtained in the forward calculation (V to

In the present study, we have employed five-residud) was in good agreement withAG®®. This indicates that
peptides in the denatured state simulations. In the nativd AG® close toAAGN™Y for the mild constraints is obtained
state, we note that, except for F57, free energy contributiongithout constraints if the structure is determined to be
of the neighboring residues along the sequence are negligiative-like. In the second case, the strength of the con-
bly small. Therefore, in the native-like model, the use ofstraints was five times stronger than the mild oAAG*®
five residues is sufficient for the model of the denaturedobtained with this calculation was 0.88 0.22 kcal/mol,
state. In the case of the extended peptide, the contributiowhich is quite close taAAGN™ for the mild constraints,
from the terminal residue (53) is not negligible, as shown in0.99 + 0.24 kcal/mol. ThusAAG®® obtained by using
Fig. Bb. To examine the dependenceXiB, on the segment native-like initial structure does not depend significantly on
size of the peptides, we have carried out an additidv@g)  the magnitude of constraints. In the model with the strong
calculation by starting from the seven-residue peptide otonstraints, the RMSDs of¢{ ) angles of the mutated
extended structureA\AG®® obtained in the calculation was residue, 6.8, 5.9 (in degrees), are less than those in the
2.40 = 0.27 kcal/mol. The difference between seven- andnative state, 8.1, 7.6, and in the mild constraints, 11.0, 11.4.
five-residue peptide models is within the range of error andBecause the structure in the denature state is expected to be
is negligible. Therefore, we think that the use of five resi-more flexible than that in the native state, the mild con-
dues is sufficient for both the extended and native-likestraints used in NTV appear to be appropriate.
models of the denatured state. Side-chain rotamer states in NTV were the same as those

Because free energy calculation is well established ag the native state, except for the terminal residue (Q58).
giving a reasonable free energy value when structure i§he difference in the rotamer states in Q58 involvesyhe
determined in atomic detail, we thinkGy is reliable. If  angle. The difference may be caused by the lack of hydro-
AG,epiresdS Negligible in the denatured state, the structurephobic interactions with some of the “rest” residues that are
in the vicinity of the mutation site dominantly determines in contact with Q58 in the native state.
AGp. As can be seen in Table 2AG®® was in good
agreement wit AG®*P only when NTV was employed for

cal

the dengtured sta.te. In the other cagesG** were largely ‘Comparison with other models of the
overestimated. It is strongly suggested that the structure Nenatured state
the vicinity of the mutation site in the denatured state is
native-like. In the recent studies of Dobson and co-workers (Fiebig et

In NTV, mild constraints were added to the backboneal., 1996; Smith et al., 1996a, b; Schwalbe et al., 1997),
atoms to retain native-like structure. To examine their effectocal protein structure in the denatured state has been the-
on AAG®® we have carried out two additionAlG,, calcu-  oretically modeled by using a random coil polypeptide
lations by starting from the same native-like structure withmodel, which is based on amino-acid-specifi; () distri-

different strengths of the constraints. In the first case, ndutions extracted from the Protein Data Bank. The modeled

TABLE 4 Nonbonded, protein-protein, and protein-water free energy components

Denatured state model Nonbonded (kcal/mol)* Protein-protein (kcal/mol)* Protein-water (kcal/mol)*
AGy — —0.87£0.14 —0.94+ 0.08 0.07+ 0.07
AGp EXT —2.79+ 0.05 -2.39+0.11 —0.40+ 0.06
NTV —1.48* 0.06 —1.27+0.01 —0.20£ 0.08
AAG EXT 1.89+ 0.15 1.45+ 0.14 0.47+ 0.09
NTV 0.60+ 0.16 0.33+ 0.08 0.28+ 0.10

*The meaning of* is the same as in Table 2.
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FIGURE 4 Residual nonbonded componentsa)f 4Gy, (b) AAG®*", FIGURE 5 Nonbonded contributions from the neighboring residues of
and €) AAGN™. These components of 156 are out of the range of the the mutation site,d) to AGy, (b) to AGEX™, and €) to AGN™, respec-

figure. They ared) —1.18, b) 1.51, and €) 0.31 kcal/mol. tively. These components of 156 are out of the range of the figure. They are
(a) —1.18, ) —2.69, and ) —1.48 kcal/mol.

structure has been compared with the results of NMR mea-
surements. Dobson et al. have applied their method to het992). For example, a statistical correlation has been found
lysozyme denaturedhi8 M urea at low pH. They have betweenAAG and the number of methylene and methyl
found four regions that deviate significantly from this ran- groups within a sphere of 6-A radius surrounding the de-
dom coil model. The mutation site in the present study is noteted methylene group in barnase (Serrano et al., 1992). In
included in the four regions, which implies that the structureT4 lysozyme,AAG have been explained in terms of the
of our mutation site is not native-like (Schwalbe et al., hydrophobicity of the side chain and the size of the cavity
1997). This disagreement may be due to the difference imreated by substitutions (Eriksson et al., 1992). However,
the denaturation conditions, i.e., thermal denaturation in théhe above correlation has not necessarily been observed for
present study ah8 M urea denaturation in their studies. mutations in other proteins, such as human lysozyme (Ta-
Although our method is different from theirs, both works kano et al., 1995). Because these rules are based on the
strongly pointed out the importance of studying structures irimplicit assumption thalhGp does not contribute taAAG
the denatured states. To understand the physical nature dbminantly, it is natural that they do not have general
protein stability, it is essential to investigate structures in theapplicability. As we have shown in the present stutixG
denatured states both experimentally and theoretically.  strongly depends on the structure of the denatured state. By
considering these results, we propose the following strategy

to investigate the effects of mutations on protein stability.
Analysis in terms of both native and denatured g P y

state structures

From experimental studies of protein stability, several em_ComputatlonaI strategy to investigate effects of

pirical rules have been proposed to explain the Gibbs freénUtatlons on protein stability
energy changes at the different locations of the mutatiorl) Collect structural information on both the native and
sites (Eriksson et al.,, 1992; Pace, 1992; Serrano et aldenatured states. 2) Carry out free energy simulation in the
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TABLE 5 Chemical groups whose nonbonded free energy components are significantly large

Residue Site Group LJ (kcal/mol)* el (kcal/mol)* Nonbonded (kcal/mol)*
F3 CB —CH,— 0.010+ 0.001 0.004*+ 0.000 0.013+ 0.001
Ce =CH— 0.011+ 0.002 0.000+ 0.000 0.011*+ 0.002
Cs =CH— 0.022+ 0.010 0.004+ 0.001 0.026+ 0.010
L8 Cy >CH— 0.022+ 0.003 0.001+ 0.000 0.023+ 0.003
Cs —CH;, —0.052=+ 0.071 0.000+ 0.000 —0.052+ 0.071
Cs —CH;, —0.140= 0.006 0.000+ 0.000 —0.140= 0.006
Y38 N —NH— 0.017+ 0.000 —0.003= 0.000 0.014+ 0.001
Ca >CH— —0.054=+ 0.026 0.002+ 0.000 —0.051* 0.026
CB —CH,— 0.022+ 0.001 0.000+ 0.000 0.021*+ 0.001
Cd =CH— 0.018+ 0.000 0.000+ 0.000 0.017+ 0.000
C >C=0 —0.062=+ 0.081 0.003+ 0.002 —0.059=+ 0.008
N39 N —NH— 0.023+ 0.001 —0.004= 0.000 0.019*+ 0.001
C >C=0 0.039+ 0.003 0.007+ 0.001 0.046+ 0.004
T40 N —NH— 0.020+ 0.000 0.000+ 0.000 0.020*+ 0.000
C >C=0 0.009+ 0.001 0.002+ 0.000 0.011*+ 0.001
189 Cy —CH,3 0.011+ 0.004 0.000+ 0.000 0.011+ 0.000
Cs —CH;, 0.010+ 0.003 0.000+ 0.000 0.010*+ 0.003

*The meaning of* is the same as in Table 2.

native state to determinAGy. 3) Carry out the residual AAG®. The contribution of protein-protein interactions to
component analysis &Gy, and decide how many residues AAG, ,.,q IS @bout the same as that from protein-water
should be included in the denatured state simulation if thénteractions. From the residual free energy components, it is
native-like peptide model is to be employed. 4) Carry outshown that the protein residues that are located in the
the calculation oGy by using various models considering hydrophobic core (F3, L8, Y38, N39, T40, and 189), in
possible protein structures of the denatured state. 5) Conwhich the mutation site exists, contribute significantly to the
pare the results of free energy calculations with experimennonbonded free energy component. From the further com-
tal values and judge which model for the denatured state iponent analysis of these residues, it is shown that side-chain
appropriate. 6) Describe the effect of the mutation based onhemical groups (methyl and methylene groups) in the
the structures in both the native and denatured states. Cohydrophobic residues (F3, L8, and 189), as well as main-
sidering free energy components, specify the type of interehain chemical groups (amide and carbonyl groups) in the
action (Lennard-Jones, electrostatic, etc.) and which resikydrophilic residues (Y38, N39, and T40) contribute sig-
dues dominantly contribute thAG. nificantly to AAG®®,

In this paper, we proposed a strategy to investigate the
effects of mutations on protein stability. Details of the
CONCLUSION models for the denatured state (e.g., the number of residues
The effect of the 156V mutation on the thermal stability of constituting a peptide model, the structure of the peptide
human lysozyme was studied by free energy calculationgnodel) should be considered carefully, depending on pro-
To calculate small free energy difference with high accu-teins, mutation sites, etc. To show the usefulness of this
racy, a program package with very accurate treatments gitrategy, applications to other mutations will be reported
the nonbonded energy calculations was employed. To studglsewhere (Sugita et al., 1998).
the dependence of the calculated free energy difference on
the model structures of the denatured state, five differenfve are grateful to Prof. Nobuhiro Go for essential support of the research
structures, extended, native-like, and three random-coil-likend research environment. We thank Prof. Katsuhide Yutani for providing
structures, were examined as the initial structures of thé&s the x-ray coordinates and the thermodynamic data of the wild-type and

; . cal : mutant human lysozyme. We also express our thanks to Prof. 8R0ox
peptlde. The calculated free energy differens@G™, is for providing us FORTRAN subroutines for the SSBP calculation. Com-

§ignificantly deF’ende'nt on the sctglqctgre. When the natiVefoutations were made at the Computer Centers of Kyoto University, Center
like structure model is useddAG* is in good agreement for Promotion of Computational Science and Engineering of JAERI, Com-
with the free energy difference determined experimentally puter Centers of the Institute for Molecular Science, and by CRAY J916 in
It is strongly suggested that the structure in the vicinity ofour laboratory.
the mutation site takes native-like rather than extended ofhis work was supported by grants from the Ministry of Education,
random_co” Conformatlons Science and Culture, Japan (tO AK)
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