2978 Biophysical Journal Volume 76 June 1999 2978-2998

Simulation of Electron-Proton Coupling with a Monte Carlo Method:
Application to Cytochrome c; Using Continuum Electrostatics

Anténio M. Baptista, Paulo J. Martel, and Claudio M. Soares
Instituto de Tecnologia Quimica e Biolégica, Universidade Nova de Lisboa, 2781-901 Oeiras, Portugal

ABSTRACT A new method is presented for simulating the simultaneous binding equilibrium of electrons and protons on
protein molecules, which makes it possible to study the full equilibrium thermodynamics of redox and protonation processes,
including electron-proton coupling. The simulations using this method reflect directly the pH and electrostatic potential of the
environment, thus providing a much closer and realistic connection with experimental parameters than do usual methods. By
ignoring the full binding equilibrium, calculations usually overlook the twofold effect that binding fluctuations have on the
behavior of redox proteins: first, they affect the energy of the system by creating partially occupied sites; second, they affect
its entropy by introducing an additional empty/occupied site disorder (here named occupational entropy). The proposed
method is applied to cytochrome c5 of Desulfovibrio vulgaris Hildenborough to study its redox properties and electron-proton
coupling (redox-Bohr effect), using a continuum electrostatic method based on the linear Poisson-Boltzmann equation. Unlike
previous studies using other methods, the full reduction order of the four hemes at physiological pH is successfully predicted.
The sites more strongly involved in the redox-Bohr effect are identified by analysis of their titration curves/surfaces and the
shifts of their midpoint redox potentials and pK, values. Site-site couplings are analyzed using statistical correlations, a
method much more realistic than the usual analysis based on direct interactions. The site found to be more strongly involved
in the redox-Bohr effect is propionate D of heme I, in agreement with previous studies; other likely candidates are His®’, the
N-terminus, and propionate D of heme IV. Even though the present study is limited to equilibrium conditions, the possible role
of binding fluctuations in the concerted transfer of protons and electrons under nonequilibrium conditions is also discussed.
The occupational entropy contributions to midpoint redox potentials and pK, values are computed and shown to be
significant.

INTRODUCTION

Redox processes are among the key functional aspects of The study of biomolecular systems by theoretical com-
living organisms, being involved in such important phe- putational methods depends, to a great extent, on how
nomena as respiration and photosynthesis. Many factors canosely one manages to model the actual in vivo or in vitro
affect or modulate redox processes, one of the more impoiphysical conditions of the system being investigated. Even
tant being the pH of the medium: redox proteins often showwhen we limit ourselves to the study of the more easily
a strong dependence of midpoint redox potentif§') on ~ modeled equilibrium conditions typical of in vitro systems,
pH and a corresponding dependence of midpdigtyalues  as is the case here, the nature of the models should be
(pK" on potential, a phenomenon known as the redox<carefully considered. In particular, special attention must be
Bohr effect (Papa et al., 1979; Xavier, 1985). Given thegiven to the choice of external parameters of the system, the
fundamental electrostatic nature of the two types of promost important of which are the temperature and pressure
cesses, the existence of such a dependence is hardly s@nd, in the case of electron-proton coupling, the electrostatic
prising; instead, it would be strange if no coupling werepotential and pH. (In statistical mechanical terms, this cor-
found, considering the strength and long-range character ¢esponds to the choice of a proper ensemble.) Hence, our
electrostatic interactions. Despite this nonspecific chemicalsystem of interest is a protein whose protonatable and redox
physical origin of the redox-Bohr effect, it is likely that sites display equilibrium fluctuations of state, and not an
evolution has “explored” this aspect and developed mordsolated protein with a particular redox and protonation
specific and functionally relevant electron-proton cou-State. If we regard the protein as “static” from the viewpoint

plings, which are thus expected to be present in many redo®f €lectron and proton binding, we will obtain a distorted
proteins. picture of its behavior; in particular, some entropic factors

will be lost (see below).

The level of treatment given to the external parameters
(temperature, pressure, pH, electrostatic potential) is in gen-
Received for publication 14 October 1998 and in final form 24 February era| different for each computational method, and a com-
1999. . . . . plementary approach using several methodologies may be
Address reprint requests to Dr. Amio M. Bapfista, Instituto de Tecno- o cagsary. There are two major methodological routes to the
logia Qumica e Biolgica, Universidade Nova de Lisboa, Apartado 127, S .
2781-901 Oeiras, Portugal. Tel.: 351-1-446-9613; Fax: 351-1-441-12775tUdy of equilibrium biomolecular processes that are essen-
E-mail: baptista@itqb.unl.pt. tially electrostatic in nature, such as redox or (de)protona-
© 1999 by the Biophysical Society tion processes: molecular mechanics (MM) and continuum
0006-3495/99/06/2978/21  $2.00 electrostatic (CE) methods.




Baptista et al. Simulation of Electron-Proton Coupling 2979

The MM approach treats the protein as a flexible mole-some additional method, the most general of which is per-
cule surrounded by moving water molecules, the electrohaps a Monte Carlo (MC) method (Antosiewicz and Por-
static interactions being just one of the various types okchke, 1989; Beroza et al., 1991). The most evident problem
interactions between the atoms; conformational changes casf the CE approach is the use of a rigid protein structure:
then be studied by using molecular dynamics (MD) simu-either we restrict the method to (hypothetical) rigid mole-
lations. Because a single redox and protonation state of theules (Baptista et al., 1997), or we adopt the use of a
protein has to be used, redox and protonation changes caslatively high protein dielectric constant (4—20 or higher)
be studied not with pure MD, but rather by using MM-based(Gilson and Honig, 1986; Antosiewicz et al., 1994; Dem-
free energy methods (Zwanzig, 1954; Mezei and Beveridgeghuk and Wade, 1996; Warshel and Papazyan, 1998) whose
1986; Beveridge and DiCapua, 1989). MM-based free entheoretical justification is not entirely clear. This moder-
ergy calculations have been used with some success tgely high dielectric response of the protein region seems to
compute redox potentials (Churg and Warshel, 1986; Cutlefe|p compensate for the rigidity imposed on the structure
et al., 1989; Langen et al., 1992; Mark and van Gunsterenang is useful in semirigid MM-based calculations (Warshel
1994; Alden et al., 1995; Apostolakis et al., 1996; Mueggeand Aquist, 1991). Obviously, large conformational
et al,, 1997; Soares et al,, 1998) ard,yalues (Warshel,  changes cannot be properly modeled with this approach,
1981; Russell and Warshel, 1985; Warshel et al., 1986; Leggpecially if they result from charge-induced reorganization
etal., 1993; Del Buono et al., 1994) in protein molecules; asmall conformational fluctuations are probably reasonably
usual, calculated values are relative to model compounds Qf.counted for by the use of a relatively high dielectric

to changes in the protein (mutations). The major probleny,nstant for the protein); unfortunately, this is a problem
with MM-based free energy calculations is their high com-y» 5150 affiicts the aforementioned partially rigid MM-

putational cost, which led to the development of approxi-y,seq methods. Despite this conformational problem and
mate methods, u_sually involving partial ngu;hﬁcauon and/or ; e somewhat empirical parameterization associated with it,
some form of linear response hypothesis (Warshel an e CE treatment seems to capture many of the important

Eussetlrll, |1984; I\r/lluegge et "ﬂ" 1997;] Lev;t/ eé al, 1931)‘f§?tures of electrostatic free energy changes. Many satisfac-
everineless, when many changes have 1o be considerg y CE calculations have been made of (relative) redox

simultaneously, such as when treating multiple proton equi- . . . .
librium (a protein withs protonatable sites has different potentials (Bashford et al.,, 1988; Gunner and Honig, 1991;

states), the MM approach is too demanding (less o if or]Soares et al., 1997) andKpvalues (Bashford and Karplus,
e pproach 13 i 9 990; Bashford and Gerwert, 1992; Bashford et al., 1993;
uses a pairwise approximation; Del Buono et al., 1994) an

. ang et al., 1993; Demchuk and Wade, 1996) in proteins,
cannot be used to make a complete study of the SII”nu'taémd these calculations seem to be the only feasible route to
neous protonation and redox equilibria in proteins. Al- y

though the MD approach can be extended to treat the effeépe study of electron-proton coupling including the full

of binding (Baptista et al., 1997), the resulting methods aré)rotonatlon equilibrium (Lancaster et al., 1996; Soares et

still too demanding for the type of study we are interested inal" 1997; Kannt et al., 1998; Martel et al., 1999), even if that

here implies sacrificing some configurational aspects (of both the
The CE approach treats the protein and solvent as tWBrotein and the solvent). Obviously, only equilibrium ther-
modynamic aspects of the coupling can be analyzed.

distinct dielectric media, the protein atoms being repre- : ,
sented as point charges in a static (average) molecular The CE studies of electron-proton coupling have so far

structure; a counterion atmosphere surrounds the proteimvestigated_ either the effect of the redox state on CE-based
and the whole system is described by the Poisson-BoltzZPKa calculations (Lancaster et al., 1996; Soares et al., 1997;
mann equation (Sharp and Honig, 1990; Honig and Nj-Kannt et al., 1998) or, conversely, the effect of the proto-
cholls, 1995). The free energies associated with chargBation state on CE calculations of redox potentials (Martel
modifications are then computed as the electrostatic energ§t @, 1999). Hence, although the energetics were always
change in this two-dielectric model. If the linear form of the tréated within the CE framework, the weighting of states
Poisson-Boltzmann equation is used, the energy thus of¥as not done in an integrated way. The primary aim of this
tained is by definition pairwise decomposable. (AlthoughWork is to extend the weighting of states to CE redox
potentials on the counterion region may exck®t, the use calculations and, more importantly, to integrate the simul-
of the nonlinear form poses nonadditivity problems that carfaneous weighting of the states of protonatable and redox
only be solved by introducing additional approximationssites. By reflecting both the pH and electrostatic potential of
(Vorobjev et al., 1994); as usual in CE multiple binding the solution, this is the procedure that most realistically
problems, we will assume that the linear form gives reasonreproduces the actual conditions in most in vitro and some
able potential values at protein atoms.) Thus, besides it vivo studies. This type of approach makes it possible to
modest computational requirements (compared with MDanalyze couplings between sites, including electron-proton
simulations), this approach directly produces a set of addicoupling, in a way superior to the usual “static” approach
tive free energy contributions that makes it possible tobased on direct interactions. It also makes it possible to
address the simultaneous change of many charge states imaalyze binding fluctuations and their possible role in in
protein molecule. These states have to be weighted by usingvo transfer processes.
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From a thermodynamic standpoint there are two maimyl axial coordination. The presence of several redox cen-
reasons to include weighting of states when treating théers in such a small protein (13.5-15 kDa), displaying the
equilibrium of ligand binding in general. The first is con- redox-Bohr effect, makes cytochronog an ideal model
cerned with the inability of a single state to reproduce thesystem for the theoretical study of electron-proton coupling.
average effect of the ligands; e.g., the energetic effect of & this work we have chosen cytochrorog from D. vul-
site whose mean occupation is 0.5 obviously cannot bearis Hildenborough (DvHd;) as a case study. Experimental
reproduced by considering the site to be either empty o(Saraiva et al., 1998; Messias et al., 1998) and theoretical
occupied. But another, more subtle reason does exist: likESoares et al., 1997, 1998; Martel et al., 1999) studies of
the deconstraining of any other extensive property (e.g.DvHc; made so far seem to indicate propionate D of heme
energy), the deconstraining of the number (and position) of as the protonatable site more strongly involved in the
ligands creates an additional source of entropic effects. Thigedox-Bohr effect, although other sites (HisN-terminus,
new entropic term does not arise from protein or solvenfpropionate D of heme IV) also seem to be involved in the
configurational changes that may occur upon bindingeffect; these characteristics seem to be generally preserved
which also contribute to the overall entropy, but rather fromin other Desulfovibriospecies (Martel et al., 1999).
the empty/occupied fluctuations of the binding sites. For- |n the present work we start by presenting the theoretical
mally, the new entropic term is identical to the entropy of apasis for the treatment of the simultaneous binding equilib-
system whose energetic states correspond only to differemfum of protonatable and redox sites, as well as its conse-
occupation states of its sites (i.e., a system without differenguences for the general concept of coupling between differ-
configurational energy states for the protein and solvent; segnt binding sites; the concept of occupational entropy is also
below), so that it may be called occupational entropy. Thediscussed. We then present an application of the proposed
change in occupational entropy in some processes may kfiethodology to Dvid,, aimed at complementing studies
an important fraction of the total entropy, so it can beysing other approaches (Soares et al., 1997, 1998; Martel et
misleading to establish a necessary association betweef) 1999): the study also serves as an illustration of the
entropy and configuration, as in the entropy interpretatiomotential of the method. We analyze the equilibrium of
proposed forc-type cytochromes by Bertrand et al. (1995), electron and proton binding in this protein, in particular the
in terms Of SOlVent Conﬁgurational Changes. In particular,question Of e|ectron_pr0ton Coup"ng and the mo'ecu'ar ba_
occupational entropy may contribute significantly to thesjs of the redox-Bohr effect. A major result of the study is
E"*"or pk"@" of a site, because the change of the occupatiofhe correct prediction of the complete heme order in the
state of that site can affect the occupation states of neigheduction pathway of DvEL, which was not possible with
boring sites. If the equilibrium of redox sites is not treatedpre\,ious “static” calculations. Site-site couplings are then
explicitly, as is usually done in “static” CE redox calcula- gnalyzed in terms of “dynamical’ equilibrium quantities
tions, their contribution to the occupational entropy is en-(correlations), instead of the usual and more limited “static”
tirely lost. The secondary aim of the present work is toanalysis based on direct interaction (free) energies. The
compute some of these occupational entropy contributiongyolvement of protonatable sites in the biological redox-
for the selected model system and infer from the generaop effect is studied, and the results seem to corroborate
magnitudes whether they can play an important role ifyrevious work. The concerted transfer of electrons and

redox and protonation equilibria in general. rotons is also discussed and analyzed in terms of binding
One system in which the redox-Bohr effect has been welh,cyations. Finally, the contribution of occupational entro-

characterized (mostly in terms of equilibrium thermody- pies toE"" and K" values (which is necessarily absent
namic properties) is the tetraheme cytochramgef Desul-  ¢om the usual “static” calculations) is examined, and its

fovibrio spp. (Santos et al.., 1984; Coletta et al., 1_991;magnitude is found to be significant. This application also

Salgueiro etal., 1994, 1997; Turner et al., 1994, 1996; Parky, s that, by establishing a more direct and realistic con-
etal., 1996). These sulfate-reducing bacteria have the abilityotion to experimental parameters, the new proposed
to use H as the sole energy source when in the presence Qfeihod leads to results whose analysis is both much simpler

sulfate (Badziong et al., 1978; Badziong and Thauer, 1978)y,, o piective choices of binding states are necessary) and

and cytochrome; is proposed to be involved in the sulfate .o hjete (all energetic and entropic factors are taken into
reduction pathway, possibly by acting as a mediator be .o\ nt) than the one possible by the usual methods.
tween a periplasmic hydrogenase and transmembrane pro-

teins that would pass electrons to the cytoplasm, where the

reduction pathway takes place (Louro et al., 1996, 1997);

the two electrons from K oxidation are probably trans- THEORY

ferred simultaneously, eventually together with the two
protons (Louro et al., 1996, 1997). The structure of cyto-
chromec; has been determined for seveésulfovibrio  The binding state of a protein with binding sites can be
species (Higuchi et al., 1984; Matias et al., 1993, 1996yepresented by a vectar= (n,, n,, ...,ny, wheren; = 0
Czjzek et al., 1994; Morais et al., 1995) showing a generallyor 1, depending on whether sités empty or occupied. The

conserved structure with four heme groups with bis-histidi-probability of occurrence of (or the fraction of molecules

Binding equilibrium
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with) a binding staten, in conditions of thermodynamic Coupling between sites

equilibrium, is then given b . . . .
g g y One way of measuring the coupling between sites is to

_ o analyze the magnitudes of their interaction (free) energies,
p(n) = ex —pAGMIL ;4 , 1) because this gives a measure of how much a change in the
>olexd—pAG)][ [ &}’ binding state of one site perturbs the binding state of the

other in a direct way. Thus the coupling between sites, and
where AG(n) is the standard Gibbs free energy of thein particular of electron-proton couplings, is usually ana-
reaction whereby the protein changes from fully empty tolyzed in terms of these direct interactions (Lancaster et al.,
the staten, g, is the activity of the ligand species that binds 1996; Soares et al., 1997; Kannt et al., 1998).
to sitei, andB = 1/(kT), wherek is Boltzmann’s constant The direct interaction is obviously an important contri-
andT is the absolute temperature. This equation or similabution to the coupling between two sites (and probably the
ones can be derived from statistical mechanical or chemicaleterminant one in many cases), but this “static” approach
equilibrium principles (e.g., Hill, 1960; Ben-Naim, 1992; neglects the existence of indirect effects through other sites
Wyman, 1964; Schellman, 1975). If we define a quantitywhose binding states may change in a concerted and com-

pL; = —log,, &, in analogy to the definition of pH, we can plex manner (allostery is another, more familiar source of
rewrite the probability ofh as indirect effects). The tendency of two sites to have either
identical or opposed binding states is determined by both

exg —BAG(n) — 2.3n-pL] the direct and indirect effects between them, and by looking

p(n) = > exd—BAG(n’) — 2.3n" -pL]’ (@) only at the former we can lose important information, as the

following simple example illustrates. Consider a three-site
wherepL = (pL,, pL pL), and 2.3 stands for In 10 system in which site 1 has strong destabilizing interactions
- 1 23 vy y . . . . . . ags
In the present case we want to apply this general equation t\g'tth S't:?fS 2;”:/\/3’ wThch n :/l\J/rr:] hat\;]e elx_weadker (tj_eita_blllhz_mr?
the particular situation in which we have only two kinds of interaction between them. en the figand activity 1S hig
site: protonatable and redox. For protonatable sites on‘énongh to induce doubly occupied states, the simultaneous
simply has pL. = pH. For redox sites the reactions of occupation of sites 2 and 3 is obviously the preferred one;

interest correspond to the “half-cell” reduction reactions, sdﬂence, those two S|tes_W|II_ tend_ to hav_e th_e same t?l_nt_jmg
that, strictly speaking, the redox part a3(n) should be state, even though their direct interaction is destabilizing.
considered relative to the standard hydrogen electrode pc;r-? hemstenge _Of t|h|s d parttlﬁulrzr_ IdOl.thll focc;J_pled fs';[r? e,
tential. In fact, it is convenient for implementation purposesW Ich may be involved in the biological function of the
(see below) to adopt an oxidation-based instead of a redu ystem, originates from m(_jlrect eﬁ‘?_Ct_S and_ COUI(.j not hf?ve
tion-based formalism, i.e., the state= 1 will correspond een suspected from their destabilizing direct interaction
to the oxidized state. Thus. for oxidizable (instead of reduc@lone; instead of looking at isolated direct interactions, one
' ' has to look at the set of all direct interactions (as well as the

ible) sites we have to set pe —eH(2.3KT), whereeisthe > ™ . . o
) P (2.3D) intrinsic affinities) and calculate the resulting equilibrium

protonic charge andt is the electrostatic potential of the q lati This simol le illustrates the |
solution (or, more exactly, the difference in electrostatic2d correlations. This simple example iflustrates the impor-

potential between the electrodes). This convention, whereb ntc_e of mcll_udlnbg tlnd|rectt effe_tcts thfn analytz w:g tthe ef-
we regard oxidation as the occupation of sites by a positiv eclive coupling between two sites and suggests that a more
appropriate measure for that coupling is the statistical cor-

chargee, is a formal convenience that does not affect the ) o . o
validity of Eq. 2 relation between their binding states. This correlation is
S given for a pair of sitesi(j) as a function of the variances

If we have a method for computing tiaé5(n) values, Eq. : NI
2 can be used directly to perform a sampling of the states and covariance of their binding states (Mood et al., 1974):

using, e.g., an MC method (Antosiewicz and Porschke, cov(n;, ny)

1989; Beroza et al., 1991; Yang et al., 1993). To perform a o . 112 3

; [var(nvar(n)]

ull study of the relevant external parameters, we have to

scan both the pH and potential of the system and simulta©f course, the correlation between two sites is not a constant
neously sample the protonable and redox sites, using af the system, as the direct interaction, but rather a function
“two-way” MC scheme like the one described in the Meth- of its thermodynamic state; in the case of interest to us here,
ods section. ThaG(n) values can in principle be obtained the correlation between any pair of sites will be a function
by considering a thermodynamic cycle involving model of pH andE (and the temperature).

compounds (Warshel, 1981; Bashford and Karplus, 1990), The analysis of coupling between sites based on statisti-
as long as we can compute the free energy changes of tleal correlations is not limited to pairs of sites, but can also
reactionsO — n in both the protein and the set of model be applied to measure the coupling between groups of sites;
compounds. As discussed in the Introduction, CE methodm particular, it can measure the coupling between total
are the only feasible approach to such a large number gérotons and total electrons. This is simply an alternative
states, as inlg, calculations; this methodology is discussedway of looking at the traditional concept of linkage

in the Methods section. (Wyman, 1964) (the so-called linkage relation is a statement
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about two alternative ways of computing the covariance ofThus we can write
the total numbers of different ligand types).
In general, this type of coupling analysis based on cor- S= g+ e, 9)

relations, which is superior to the usual one based on direct

interactions, is only possible when the full redox and pro-We note that this decomposition of the entropy does not

tonation equilibria are considered, as in the method proresult from a convenient but nevertheless arbitrary separa-

posed here. tion of degrees of freedom, as is often the case (e.g., the
translational, rotational, and vibrational entropies of an ideal
polyatomic gas), but rather from the actual thermodynamic

Occupational entropy effect of binding equilibrium. This aspect can be better
understood if we try to estimate the entropy of the system

The statistics obtained from the sampling of binding stateg;sing a single, even if representative, binding steteThe

provide a route for computing various equilibrium thermo- entropy of this representative staté may be a very good

dynamic properties, including the occupational entropiesstimate of the configurational entropy of the system in

mentioned in the Introduction. The complete speciﬁcationbinding equilibrium, i.e.,Sn*) ~ (n)), but it totally

of the microstate of the protein system comprehends itgisses the additional occupational term. This actually illus-

binding staten and its configurational state (the config-  trates the more general fact that the act of deconstraining an

urational state is here understood as the coordinates angtensive thermodynamic parameter has a twofold entropic

momenta of the protein and surrounding solvent). The engffect: it averages the constrained-system entropy over the

tropy of this system can be written as (Hill, 1960) new available states and introduces a new entropy term due
to the fluctuations of the newly deconstrained parameter. If
S=—k 2 X p(T, minp(T, n), (4)  we interpret the entropy in terms of the fluctuations of the
n I

system microstate§°° reflects the empty/occupied fluctu-
ations of the binding sitesy( = 0/1), much in the same way
as the more familiaiS(n) reflects the fluctuations of the
protein and solvent configurations. In fact, the consideration
f the binding equilibrium leads in general to increased
uctuations in all microscopic properties of the system,
when compared to the situation in which a single represen-
tative binding state* is considered (Baptista et al., 1997);

_ again, this is generally valid for the deconstraining of any
S k22 p(TImp(mtin p(Ijn) + In p(n)] extensive thermodynamic parameter. These considerations
show that the use of discrete redox states adopted in “static”

=(3n)) — k > p(n)in p(n), (5) CE redox calculations (Lancaster et al., 1996; Soares et al.,
n 1997; Kannt et al., 1998; Martel et al., 1999) misses entirely
the contribution of redox site fluctuations to the occupa-
wherep(I', n) is the conditional probability of for a given  tjonal entropy, which should be present in any free energy
n, andp(n) is the total (configuration-independent) proba- term computed.

bility of staten; the angle brackets denote the average over The contribution of the occupational entropy to the free

wherep(I’, n) is the probability of statel{, n); the stated”

are considered discrete for simplicity of notation. It should
be noted that the order of the sums is significant, because
does in general determine the number and specification qﬁ
the degrees of freedom includedlin(because of the bind-
ing protons). This entropy can be alternatively written as

n I

all n states, and energy change of a process is a measure of how much the
fluctuations of the states, are altered by the change in
Sn) = —k X p(T(n)in p('|n) (6)  question. In particular, the process of occupying a previ-
T

ously empty site will in general affect the occupational

. . , - fluctuations of the remaining sites, meaning that the en-
is the entropy of a system with the fixed binding statdhe tropic contribution to th&"" or pk"" value of a given site

first term of Eq. 5 is the average of the entropy of the. . . . .
: , : 7 is not necessarily configurational, as is often assumed (Ber-
constanta system, exclusive of configurational origin, and

: . i trand et al., 1995). The standard free energy change of the
can thus be called configurational entropy: reaction of binding to sité is given by
S = (S(n)). )

(m)
The second term is formally identical to the entropy of a 1—(ny)’
hypothetical system whose microstates differ by the occu- . .
pation states of the binding sites but have the same energfyor a protonatable sitdG,; corresponds to the effectivékp

(10)

hence this term may be called occupational entropy: of sitei, AG; = —2.%TpK?", and Eq. 10 is the Henderson-
Hasselbalch equation. For a redox siis; corresponds to
= —k > p(n)in p(n). (8) the effective potential of site AG, = eE’" (because\G;
n refers to oxidation) and Eq. 10 is the Nernst equation. The
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free energyAG; can be written in terms of its contributions different positions in the carboxylic plane were considered,
as whereas WHATIF only considers the two extended ones.

AG; = AH, — TAS = AH, — TAS™ - TAS®,  (11)
Continuum electrostatic calculations
where AS’°° can be computed in terms of the microscopic

binding statistics (see Appendix): After building of the DvH; structure as described above,

CE calculations were made using Donald Bashford’s soft-
(n) coMn;, AG(n) + 2.3Tn - pL] ware package MEAD (Bashford and Gerwert, 1992), the
TAS*=KTIn - o) varm) . methodology of which is based on a thermodynamic cycle
' ' (12) involving protein and model compounds and has been de-
scribed elsewhere (Warshel, 1981; Bashford and Karplus,
Hence it is possible to computkG; and its contributions 1990). Although this software was originally developed for
AS*“andAH; — TAS™" solely from the binding statistics. the treatment of protonatable sites, the treatment of oxidiz-
From a computational point of view, and as noted in theable sites is formally identical, as discussed in the Theory
Introduction, the CE approach used here can only perfornsection. MEAD assumes that a positive charge is added
an approximated configurational averaging, especially foupon binding, so that the redox process has to be expressed
the protein conformation, where at best the averaging rein terms of oxidizable instead of reducible sites (see the
flects small-scale fluctuations of the conformation used; thisTheory section). These oxidizable sites can then simply be
will necessarily affect the occupational entropies computedincluded in the set of protonable sites given as input to
The protein conformation in a binding system can, in prin-MEAD, classified as cationic (thus, their “neutral” state is
ciple, be explicitly treated along the line presented by Bapthe reduced form).
tista et al. (1997), with consequent improvements in occu- The consideration of the thermodynamic cycle involving
pational entropy calculations, but such an approach is famodel compounds requires a specification of the structures
too demanding for the full analysis intended in this work. of these compounds. In MEAD the model compounds of
amino-acidic sites are obtained by “carving out” from the
protein the N-formyl-N-methylamide derivative of the
METHODS amino acid residue where the site is located. In the case of
propionate sites the model compound was taken as the
corresponding acetyl group. The model compound of the
The structure of Dvid, used for the calculations was the heme sites consists of the heme group, excluding the atoms
one published by Matias et al. (1993), with PDB code 1cthused in the model compound of the propionates, plus the
more precisely molecule A of the asymmetrical unit. Crys-side chains of the axial histidines, and thedhd S atoms
tallographic water molecules were discarded. This structuref the attached cysteines.
was obtained under oxidizing conditions and may not be For each sitd MEAD requires a EK™°Y value, which
fully representative of more reduced states. originally corresponds to the of its model compound in
The choice of coordinates for polar and aromatic hydro-solution. The K™ values for the usual amino-acidic pro-
gen atoms is an important aspect in CE calculations, betonable sites were taken from Nozaki and Tanford (1967)
cause incorrect placement may lead to incorrect hydrogerand the value for propionate sites was taken as g
bond networks or even to atomic overlap for someacetic acid (Weast, 1984); these are shown in Table 1. In the
protonation states (Alexov and Gunner, 1997). Hydrogercase of redox sites theKﬁ1Od should correspond to the
atoms were added in several stages. First, hydrogen atomsduction potential of the model compounds used in the
that are covalently nonambiguous and have a unique corealculations, more precisely te-eE™%(2.3T) (because
formation were added using GROMOS 87 (van Gunsterenhey are oxidizable sites). In the present case, the model
and Berendsen, 1987), considering explicit polar and aroeompound of the heme sites does not correspond to a real
matic hydrogens (Smith et al., 1995). Next, this structure
was used to add hydrogen atoms that are covalently nonam-
biguous but have a variable conformation; this was don
using the program WHATIF (Vriend, 1990), which imple-

Model structure

SABLE 1 pK™°9 values for protonatable sites

ments an empirical potential for hydrogen bonding and Site K
optimization methodologies for hydrogen-bond networks Arginine 12.0
(Hooft et al., 1996). Finally, with the structure thus ob- Lysine 10.4
tained, this same procedure was used to add hydrogen atoms Lytr:rsr:‘l‘;us 3‘2
that are covalently ambiguous and correspond to the titrat- Histidine 6.3
ing protons of carboxylic groups. The positioning of the Propionate 4.75
hydrogen atoms obtained in this last stage was subsequently Aspartate 4.0
checked by visual inspection of hydrogen-bonding patterns g';let?rmhes ;‘-g

and corrected when found necessary; in particular, all four
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molecule whose potential can be determined or estimateTABLE 2 Atomic partial charges for cationic sites
easily. A reduction potential of-220 mV has been mea- Partial charge
sured for an octapeptide bis-histidinyl derivative of the
heme of cytochrome, at pH 7 (Harbury et al., 1965).
Because our model compound has the heme more exposéfﬂigi”e

name Prot. Deprot.

to the solvent than this derivative, its more strongly charged gG g'ggg g'ggg
form. (the oxjdized one) is in princip_le more stable; the p 0.090 0.000
propionate sites, although probably ionized at pH 7, are Ne -0.110 —-0.150
probably too strongly solvated to have a significant effect. HE 0.240 0.150
Hence we expect a reduction potential slightly more nega- ©Z 0.340 0.200
tive than—220 mV. In any case, because all redox sites are Hﬂi 1 _%'223% _06410500
of the same type, with the sankg'> value, we can simply 15 0.240 0150
set this value equal to zero and consider all potentials as NH2 —0.260 —0.400
relative to this reference value, instead of the value of the HH21 0.240 0.150
standard hydrogen electrode. The standard reduction poten-HH22 0.240 0.150
tial of our model compound can be determined a posteriorLl :
. . . -terminus

by comparison with experiment (see below). CB 0.000 0.000

The set of charges for the protonatable sites was taken orca 0.127 0.000
adapted from the GROMOS 87 force field (van Gunsteren N 0.129 —0.840
and Berendsen, 1987) with polar and aromatic hydrogens Hl 0.248 0.280
(Smith et al., 1995). Because all titrating protons have been 0.248 0.280

" . i 0.248 0.280

positioned in the structure (see above), we can describe the
deprotonated/protonated change as the addition of an exysine
plicit hydrogen atom. In some cases this is highly desirable, CB 0.000 0.000
such as when one of the oxygen atoms of a carboxylic group G 0.000 0.000
is establishing hydrogen bonds with other groups and the 8'2(2)(7) g'ggg
other oxygen atom is free; in this case the proton should be y; 0.129 0.840
added to the free oxygen atom. However, there are cases inHz1 0.248 0.280
which such an approach represents no advantage, as in thedz2 0.248 0.280
case in which titrable sites are totally exposed and are not HZ3 0.248 0.280
establishing any obvious interaction with other groups. In . . .

. . Histidine
this case, an average description of the deprotpnated/pro—CB 0.000 0.000
tonated change may be more adequate. For this reason, acc —0.050 0.130
choice of average or explicit protonation was made based on ND1 0.380 —0.580
visual inspection for Asp, Glu, Tyr, and propionate sites. All  HD1 0.300 0.000
other titrable sites had an average description of protona- cb2 g'ggg 8'888
tion, which c_orre;ponds to always_(ngver) gsi_ng the pqsi- CE1 0.240 0.260
tions of the titrating protons for cationic (anionic) sites; in  HE1 0.000 0.000
these cases the titration corresponds only to a change on theNE2 0.310 0.000
partial charges of permanent atoms. The atomic partial HE2 0.300 0.190

charges used for cationic and anionic sites are shown, re-
spectively, in Tables 2 and 3. The atomic partial charges for
the heme sites were obtained from quantum chemical cakegion was 80, the approximate value for bulk water at room
culations, as described elsewhere (Martel et al., 1999), angmperatures. The dielectric constant for the protein interior
are shown in Table 4. was chosen as 15, based on previous studies with this same
The dielectric boundary between the protein cavity andprotein (Soares et al., 1997; Martel et al., 1999), in conso-
the solvent is computed by MEAD by rolling a spherical nance with suggestions by other workers (Antosiewicz et
probe over the protein molecular surface. The proteiral.,, 1994; Demchuk and Wade, 1996). As noted in the
atomic radii defining the molecular surface were taken to bdntroduction, the use of moderately high values for the inner
half of the minimum energy distance between like-atomdielectric constant is supposed to reflect the effect of con-
pairs in the GROMOS 87 force field (van Gunsteren andformational fluctuations, even though the question remains
Berendsen, 1987). The solvent probe radius was 1.4 Agn empirical grounds. The ionic strength used in the calcu-
which should be a reasonable spherical approximation ofations was 0.1 M, a value approaching the in vivo values,
the water molecule, and the ionic exclusion layer thicknesand the temperature was 300 K.
was set at 2.0 A, which approximates the sizes of counte- MEAD uses a finite-difference technique to solve the
rionic species in physiological conditions (Gilson andlinear Poisson-Boltzmann equation. A two-step focusing
Honig, 1988). The dielectric constant used for the solvenmethod (Gilson et al., 1987) was used: a first calculation
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TABLE 3 Atomic partial charges for anionic sites TABLE 4 Atomic partial charges for heme sites
Atom Partial charge Partial charge
name Prot. Deprot. Atom name Oxidized Reduced
Tyrosine Heme core
CB 0.000 0.000 FE 1.200 1.200
CG 0.000 0.000 NA —0.390 —0.405
CD1 —0.100 —0.100 NB —0.390 —0.390
HD1 0.100 0.100 NC —0.380 —0.405
CD2 —0.100 —0.100 ND —0.400 —0.400
HD2 0.100 0.100 CHA —-0.085 —0.085
CE1l —0.100 —0.100 HCHA 0.120 0.095
HE1 0.100 0.100 C1A 0.110 0.040
CE2 —0.100 —0.100 C2A 0.000 0.000
HE2 0.100 0.100 C3A —0.015 —0.055
Ccz 0.150 —0.200 C4A 0.110 0.110
OH —0.150 —0.800 CMA 0.035 —-0.010
—0.548* CAA 0.020 —0.005
HH 0.000 0.000 CHB —0.080 —0.140
0.398* HCHB 0.080 0.045
Aspartate C1B 0.100 0.100
C2B 0.000 —0.040
CB 0.000 0.000
cG 0.530 0.270 C3B —0.040 —0.040
oD1 —0.265 0635 C4B 0.090 0.030
cre 0% oo
o5t e e oo
e 0.308° 00% " Hewe 0.070 0.045
cicC 0.090 0.040
Glutamate ca2c —0.010 —0.010
CcB 0.000 0.000 C3C —0.020 —0.055
CG 0.000 0.000 c4c 0.105 0.105
CD 0.530 0.270 CMC 0.020 —0.010
OE1 —0.265 —0.635 CAC —0.065 —0.065
—0.380* CBC 0.035 0.010
OE2 —0.265 —0.635 CHD —0.090 —0.145
—0.548* HCHD 0.080 0.045
HE2 0.000 0.000 CiD 0.110 0.110
0.398* Cc2D —-0.010 —0.050
Propionate C3D 0.000 0.000
CBA 0.000 0.000 C4D 0.100 0.025
CGA 0.530 0.270 CMD 0.050 0.000
O1A —0.265 —0.635 CAD 0.020 —0.005
—0.380* Cys attached to ring B
O2A —0.265 —0.635 CB —-0.070 —-0.070
—0.548* SG 0.130 0.110
HO2A gggg* 0.000 Cys attached to ring C
CB —0.070 —-0.070
C-terminus SG 0.140 0.110
gjl: _8222 _09623750 Axial histidines
02 _0.265 0635 CB 0.005 0.005
CG 0.110 0.110
*Charges for explicit protonation. ND1 —0.305 —0.305
HD1 0.260 0.260
CD2 0.000 0.000
HD2 0.100 0.100
using a (80 A cube with a 1.0-A lattice spacing, centered cE1 0.195 0.195
on the protein, followed by a second calculation using a (20 HE1 0.140 0.140
—0.305 —0.305

A)® cube with a 0.25-A spacing, centered on the titrable site; NE2
for the model compounds calculations, the sides of the
cubes were, respectively, 60 A and 15 A.

As output MEAD produces a set of intrinsi&pvalues,
{pKi™}, and a matrix of site-site interaction energiesy}.

pK, of sitei when all other siteg # i are in their “neutral”
r state (the reduced state for redox sites, because they are
In the case of protonatable site&f stands for the intrinsic  treated as cationic); for redox sites it corresponds to the
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intrinsic reduction potentiaE™ in the “neutral” environ-  computed using 2 10° steps, and site-site correlations
ment, and more exactly te-eE"/(2.3T). The pairwise using 16 steps.

term W; is the site-site interaction betweerand j, more
exactly the difference between the electrostatic energies
the like pairs (0,0) and (1,1), and those of the cross-pair ESULTS AND DISCUSSION
(0,1) and (1,0). These two sets of values contain all of theRedox titration

information necessary to compute the populations of bmdi3 wo th q ‘ b
ing states of the protein (see below). ecause two thermodynamic parameters are being exam-

ined simultaneously, pH and electrostatic potenalthe
titration behavior of the system is fully represented by
Monte Carlo calculations titration surfaces instead of curves.

The total redox titration surface efDvH, shown in Fig
As discussed above, redox sites can be easily included |nthfa displays a marked dependence on pH. The ftitration
formalism of protonatable sites. Hence, as can be shown

curves (i.e., the lines parallel to theaxis) are shifted to
from the formgllsm of the Theory section, the.prolbablhty of more positiveE values as the pH decreases. This type of
staten can simply be written as a generalization of the

shift is what should be expected on electrostatic grounds: a

expressi_ons previously derived t.)y other workers for thelower pH means a tendency of the protonatable sites to be
protonation case (Tanford and Kirkwood, 1957; Bashfor doccup|ed increasing the overall charge of the protein and

and Karplus, 1990; Yang et al., 1993). thus facilitating the binding of electrons, so that reduction

exp23uin(eK M pLi)—B 5 Sjei 2(m)z(m) W] can occur at highde values. The resulting sideways shift on
p(n) = S xR K L) B S 2w (13)
This equation provides the base for the MC calculations. (a) Total

The K™ and W; values are computed by MEAD, as
discussed above. The quantityn;) stands for the change
(in protonic units) of sitei with respect to the “neutral” #electrons
form: z(n;)) = z(0) + n;, with z(0) = —1 for anionic sites

and O for cationic and redox ones. \~~~“ \\\
For the sampling of binding states we have implemented 3 \ “~- \\\\\\\
an MC method that follows the Metropolis criterion to 2 \\\\\\\\\

accept or reject trial modifications of state (Metropolis et 4 | ‘\\\
al., 1953). The trial modifications consist of flips of the state
of binding sites, G= 1, which automatically ensures that the
stochastic matrix of trial moves is symmetrical, as required
by the Metropolis algorithm (Allen and Tildesley, 1987). To
avoid “bottlenecks” in binding space, where the system may G
become trapped, double flips were attempted for pairs of E(mV) 400
strongly coupled sites/j; = 2 pH units), as done by Beroza
et al. (1991). Instead of random selection of individual and
paired sites, and to speed up calculations, trial flips were
sequentially attempted for all individual sites and pairs; this
also corresponds to a valid Markov chain, leading to a
proper sampling of the binding states (Hastings, 1970).

In usual calculations for protonatable sites, several MC
runs are made within the pH range of interest. In the present
case a grid of pH versus (electrostatic potential) has to be
considered instead. A main calculation was made in which
the pH was varied from-5 to 25 in steps of 0.2, arld was
varied from —500 mV to 500 mV in steps of 10 mV
(relative to theE™value of the heme sites; see above); the o
temperature was 300 K. Each MC run consisted of 40,000
steps, and each step was defined as a full cycle of trial flips
over the lists of individual and paired sites. Because the
errors in fluctuations and correlations are always larger than
those of average values, longer runs were made to compute
properties involving those quantities, for selected values ofiGURE 1 Redox titration surfaces for the total prote# &nd heme
pH and E; fluctuations and occupational entropies werel (b).

(b) Heme |

# electrons

SRR
R

N
~s\\“
:\\\\\‘ \\‘
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the titration surface is the signature of the redox-Bohr effect. (a) Experimental titration curves
A more careful examination of the surface shows that sev-

c 1
eral shifts occur: two pronounced shifts, in the pH ranges % 08 | _
1-8 and 10-15, and a much smaller one around pH 17. As & 06 | 4
will be seen below, these coincide with the regions where § 4 L 4
large protonation changes occur in the protein. This simply é 02 b ]
reflects the nonspecific chemical physical origin of the 2 0

redox-Bohr effect alluded in the Introduction: whenever -500 -400 -300 -200 -100

protonable and redox sites coexist in a protein, a thermo-

dynamic coupling between them is to be expected because

of the strength and long-range nature of electrostatic inter- (b) Calculated titration curves

actions. This will be more evident for redox sites, because ;

they will usually have several neighboring protonatable

sites that can affect them; because there are usually much

fewer redox sites than protonatable ones, the effect may not

be significant for many of the protonatable sites (see below).
The titration surfaces for the individual hemes are very

similar to the surface of total titration; one of them is shown -200 -100 0 100

in Fig. 1b. Although the exact location and extension of the

shifts are slightly different for different hemes, they also

occur at the pH regions of maximum protonation changes. 1

Reduced fraction

(c) Experimental populations

It should be noted that even though three shifts are S osl R
present on the surfaces of Fig. 1, only one of them is of S 46l i
biological interest. The optimum pH for the growth Df = 04 L |
vulgarisis 6.5 (Badziong and Thauer, 1978), and a redox- & 0'2 | i
Bohr effect on DvH; is known to occur in the pH range 2 -

5-8 (Turner et al., 1996). Hence, only the first shift, in the (.)500 -400 -300 -200 -100
pH range 1-8, should be of biological interest.
It is interesting to see how well the present calculation

reproduces the experimental results at physiological pH. A (d) Calculated populations
direct comparison with experimental individual titration - 1

curves is not possible, but we can make the comparison with .2 0.8 |

a simple binding model (1 protonable 4 redox sites) by g 06

Turner et al. (1996); this model reproduces quite well the E 04 r

experimental data it was fitted to and can be used to obtain _25 0.2

titration curves. A comparison between the titration curves 0

of that model and our calculations, at pH 6.6, is shown in -200 -100 0 100
Fig. 2, a andb. The E scale of ploth has been shifted to E (mV)

obtain an optimal superposition of the total titration curves
of both plots; ourE = 0, which refers to the reduction @ e 66 b Tiration curves of mcvidual hemes
Eﬂo;?hnggsl) olfS ;heee:?onl% r:gzg(;L g??;g,gr?d;dSvﬂllijtzao?re(lzzjgbelw solid linefand the total proteindashed ling. (c, d) Populations
! the molecules with 0—4 (heme-reducing) electrons.

to the standard hydrogen electrode) of abet#65 mV.
This value is slightly more negative than the220 mV
measured for a similar model compound (Harbury et al.between the sites, the most likely explanation for this be-
1965), as expected from desolvation arguments (see Method$)avior is the existence of an allosteric conformational

The calculated titration curves for individual hemes arechange induced by the change in redox state of hemes |
ordered as the experimental ones, i.e., the present methodnd/or Il. The existence of reduction-induced conforma-
ology predicts correctly the relative order of reduction of thetional changes in DvEl has recently been observed in a
four hemes of Dvid; at physiological pH. Nevertheless, NMR structural study (Messias et al., 1998) and in a MD
some important differences exist, specially for hemes | angimulation study (Soares et al., 1998). Because the CE
1. Besides being too far apart, the calculated titration curvespproach adopted here cannot account for conformational
of these two hemes show a much more gradual variatioehanges (except perhaps for small fluctuations; see the
than those of ploa. The high steepness of the experimentallntroduction), it is not surprising that we fail to predict the
curves reflects the positive cooperativity experimentallypositive cooperative behavior. The consequence of this fail-
observed between hemes | and Il (Turner et al., 1996)ure is that, by missing the sudden and almost simultaneous
Given the repulsive nature of the electrostatic interactionseduction of the two hemes, we are assigning a too high
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probability for molecules with two reduced hemes, as can bevhenever redox and protonable sites coexist on the same
seen in Fig. 2¢ andd; plot ¢ refers again to the model by molecule. The order of reduction of the four hemes in the
Turner et al. (1996) (where the molecules with 0—4 oxi-pH range 5-8 is consistent with Fig. 2. TE83" curves
dized hemes are callestage$. It is remarkable that even cross each other several times within the whole pH range; in
while missing this effect, the present methodology is able tgarticular, the order of the curves at very low pH is precisely
predict the correct order of reduction for all four hemes,the opposite of that at very high pH. The large number of
suggesting that the basic energetics of the system is satisrossings in the plot indicates a close balance of effects,
factorily described by the CE model. Of course, the exceswhich, given the successful prediction of reduction order,
sive stabilization of molecules with two electrons in our seem to be properly captured by the present methodology.
calculations shows Dvéj to be less efficient in the uptake  In Fig. 3 b we show the curves resulting from the inter-
of two simultaneous electrons than it actually is. The evo-section of the total titration curve of Fig.alwith the planes
lutionary advantage of developing the supposed conformaz = 1, 2, and 3. These loci correspond to macroscopic states
tional change would have been the usual one for developingith an average number of (heme-reducing) electrons equal
positive cooperativity: the fine-tuning of function within a to 1, 2, and 3, respectively. These states, called M1-M3, are
very narrow range of physiological conditions. not the same as the molecular populations with 1-3 (heme-
A more synthetic way of expressing the effect of pH uponreducing) electrons mentioned above, but have the advan-
the redox titration of Dvld;, and the usual way of charac- tage of being truly macroscopic and therefore more easily
terizing the redox-Bohr effect, is in terms of the pH depen-related to the external parameters; the two types of state are
dence of th&e" values. Fig. 3 shows this dependence for actually closely related (as one may intuitively expect),
the four heme sites; the curves correspond to the intersebecause eadg,,, curve in Fig. 3b coincides with the curve
tion of the individual titration surfaces (like the one in Fig. of maximum fraction of molecules witk (heme-reducing)
1 b) with the planez = 0.5. The largest shifts occur where electrons at the given pH (not shown). The potentig)g
large protonation changes take place, as expected froman be regarded as a total-molecule counterpart oEfRE
electrostatic effects and discussed above, apropos of thalues. The states lwill be used below in the analysis of
titration surfaces. This illustrates again the nonspecific naseveral properties of Dut]. The shifts in theg,,, curves
ture of the redox-Bohr effect, which inevitably appearsoccur at the same regions as in p&tjust another mani-
festation of the redox-Bohr effect.

Proton titration

In contrast to the total redox titration curve, the total proton
titration surface ofc;DvH, shown in Fig. 4a, shows no
evident signs of the redox-Bohr effect, looking virtually flat
along thekE axis. This is essentially due to the fact that of the
48 protonatable sites of the protein, only a few are close
enough to the heme sites to be significantly affected by
changes in their redox state; the variation in the total pro-
tonation is thus very small (see also Fig. 8 below and the
discussion therein). To see these effects, one has to look at
individual rather than total proton titration surfaces. One of
the sites where this effect can be clearly seen is propionate
D of heme I, the surface of which is shown in Figb4The
sideways shift seen on the surface is again the signature of
the redox-Bohr effect, in this case from the standpoint of
proton titration: the titration curves (i.e., the lines parallel to
the pH axis) are shifted to lower pH valuesE&takes more
positive values; the shift occurs betweed00 mV and 100
mV. This type of shift is what should be expected on
electrostatic grounds, because an incredseaeans a ten-
dency of the hemes to be oxidized, making the binding of
—_4 protons more difficult, which thus occurs at lower pH val-
5 0 5 10 15 20 25 ues. Several protonable sites exhibit this type of titration
pH surface, in particular the propionate D of heme IV, whose
surface is very similar to that of Fig. 4 (not shown); less
FIGURE 3 E'"values for individual hemes) and isoreduction curves Pronounced effects can be seen for other propionates. Of the
corresponding to states M1-MB)( as a function of pH. remaining protonatable sites, only some should be biologi-

Ehalf (mV)

Emk (MV)
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(a) Total physiological redox-Bohr effect, in agreement with other
theoretical (Soares et al., 1997; Martel et al., 1999) and
experimental (Park et al., 1996; Saraiva et al., 1998; Mes-
sias et al., 1998) studies bf. vulgaris . The propionate D

of heme IV also shows a very larg&pshift, even though

it stays out of the 5-8 range. It is not surprising that the
propionate sites show the highest shifts, given their prox-
imity to the heme centers. Th&@" shifts for Hi€” and the
N-terminus, although small, are within the pH range of the
biological redox-Bohr effect. The shift of the N-terminus

# protons

40
30
20
10

7400 site may not be present in solution, because calculations
done with the other molecule (B) of the asymmetrical unit
E (mV) show much lower values for its interaction with heme |
pH 20 (Soares et al., 1997), and the conformation of the N-terminal

chain may be quite flexible.

Coupling between sites

# protons :x‘si::éi?é%%“\ From purely electrostatic arguments we expect the total
= g:'%%'o""%“‘\“‘\\\\ number of protons and the total number of (heme-reducing)

1 = éiii:&iisw”"\\‘\\\\\\\\\k\\\ electrons to be positively correlated: having opposite
W““‘“ \\\\\\\\\\\\\ charges, protons and electrons will tend to stabilize each

05 b ‘\\\\\\\\\\\\\\\““““\\\g\t\,\o“ other. This is, in fact, what is observed, as shown in Fig. 6.
\\\\ \\\i\\}\\“&é}: = The regions of higher correlation occur where both proto-

natable and redox sites are partially titrated (fully empty or
occupied sites are necessarily uncorrelated). The three con-

nected “hills” occur at the pH regions where groups of
E (mV) protonatable sites titrate, as already seen above for the

pH 0 titration surfaces and curves. The isocorrelation curves fol-

low more or less the curves of Fig. 3, corresponding to

FIGURE 4 Proton titration surfaces for the total prote#l) 4nd propi-  partial reduction. The correlation surface illustrates very

onate D of heme It). clearly the nonspecific nature of the redox-Bohr effect,
which exists whenever protons and electrons are in binding

equilibrium in the same molecule.

cally interesting. The optimum pH for the growth &f. The analysis of the coupling between individual sites in
vulgarisis 6.5 (Badziong and Thauer, 1978), and a redoxterms of correlation surfaces like the one of Fig. 6 would
Bohr effect on DvH, is known to occur in the pH range require an enormous number of three-dimensional plots
5.0-8.0 (Turner et al., 1996). Thus, even though manyone per pair of sites) and will not be presented here.
protonatable sites may be coupled to redox changes, we wilnstead, we focus on the correlations of the hemes with
consider, in addition to the propionates, only the ones ti-other sites and restrict ourselves to a particular set of ther-
trating in this pH range. These are Pfisnd the N-terminus, modynamic states. More exactly, we analyze only the cor-
which show a small shift in their titration surfaces (not relations with the hemes when these are half-protonated,
shown). Other protonatable sites whose titration is depenk€., the correlations along tH&"" curves of Fig. 3, which
dent onE (e.g., tyrosines) have their titration region too far allow us to examine which sites are more strongly corre-
from the biologically relevant region. lated with heme reduction. Fig. 7 shows the correlation

The dependence of proton titration &can be repre- curves with absolute values greater than 0.1; below this
sented in a more condensed form in terms of Bh@epen-  value there are too many correlated sites to allow for a clear
dent iK"@" values of the protonatable sites; this is actually aanalysis, so this was taken as a significance threshold.
common way of characterizing the redox-Bohr effect. ThisCorrelations with other hemeddshed and dotted lingare
dependence is shown in Fig. 5 for the propionate site$/His negative, whereas the ones with protonatable sietid(
and the N-terminus; the sanygrange was used in all plots lines) are positive. As in Fig. 6, and for a more physically
for ease of comparison. The site showing a larger shift in théntuitive analysis, the correlations refer to the occupation of
pH range 5-8 is propionate D of heme I, suggesting that thifemes by electrons, and not by positive charges, as in the
may be the protonatable site more strongly involved in theformalism of the Theory section.

-400
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(a) Propionates of heme | (b) Propionates of heme |l
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FIGURE 5 K" dependence ok for heme propionates Asflid line) and D @ashed ling, and sites Hi¥ and the N-terminus.

One of the more evident features in Fig. 7 is that thesites approach on the pBplane, the maximum correlation
hemes always have large correlations with at least one afsually corresponding to the crossing of the two curves (not
their propionate sites, which is not surprising, given theirshown). This is due to the fact that when a site tends to be
proximity. The shape of the correlation curves of the pro-empty or occupied, its fluctuations are too small for the site
pionates D of hemes | and IV (PDI and PDIV) is particu- to show any significant correlation with another one; it is
larly interesting: instead of showing a sharp peak, these sitesimply a consequence of the definition of correlation itself.
have very broad curves with a shoulder. Although notUsually, the half-occupation curves approach in a narrow
obvious at first sight, this is also a consequence of theegion, giving rise to a relatively sharp correlation peak.
redox-Bohr effect, as the following reasoning shows. Sig-However, when large K@ and/or E" shifts exist, the
nificant correlations result when the half-occupatioKT"  curves may stay close to each other within a much larger
or E" curves of two (directly or indirectly) interacting region of the pHE plane, giving rise to correlation shoul-
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ders like the ones seen for the propionates D of hemes | and
IV. Hence, the large ™" shifts of these propionates, seen 0.4 :
in Fig. 5, are due to strong interactions with the correspond-
ing hemes.

The protonatable sites showing significant correlations in
the pH region of the biological redox-Bohr effect, 5-8
(Turner et al., 1996), are Hi§ the N-terminus, and all of
the propionate sites except propionates A of hemes | and Il
It is interesting that, even though th&'§"" curves of some
propionates (Fig. 5) stay below pH 5, their correlation
curves extend beyond that value; one remarkable exampleis ¢4
the propionate D of heme IV. Given that the biologically

(c) Heme llI
T T

PAIIl

|ICorrelation|

(d) Heme IV
T T

PDIV Y66

important step is probably the reduction of hemes land I, § 4351
the relevant sites in this respect are the propionates D of &
hemes | and Il, the N-terminus, and PfisThis is in agree- £ o2l m
O 7

ment with a previous study in which couplings were ana-
lyzed in terms of direct interactions (Soares et al., 1997),
except that propionate D of heme Il was not previously -5 0 5
proposed. It is interesting that propionate D of heme |
displays a significant (although weak) correlation with
heme II; this may be related to the conformational change oFIGURE 7 Caorrelations of protonatablsofid lineg and redox dashed
this propionate upon reduction of heme Il observed in VDand dotted lineksites with individual hemes, for thE"" states.
simulations (Soares et al., 1998).

With regard to heme-heme couplings, significant corre- o .
lations ex?st for pairs I-Il, 1, an%l II?—IV, %” of which Concerted transfer and binding fluctuations
correspond to hemes adjacent in the @Rylrolecule (only  As mentioned in the Introduction, one of the proposed
the adjacent [I-IV pair is missing). The correlations be-mechanisms in the process of Eleavage by the periplas-
tween hemes are always negative, as expected in terms nfic hydrogenase is the concerted transfer of two electrons
direct interactions. Although positive correlations couldand two protons (the products of the reactions) to cyto-
have arisen through indirect interactions (see the three-sitehromec; (Louro et al., 1996, 1997). Hence, at first it seems
example above), they do not seem to be significant fomecessary that there be an excess of two net protons in
heme-heme couplings in D\dd Nevertheless, the correla- cytochromec, after the uptake of the two electrons. This
tion for the pair |-l is not particularly high, so that a type of analysis has been made before for Byldsing
conformationally induced change to positive values may be&CE-based K, calculations of particular reduction states
possible. The heme-heme correlations tend to stay signifitSoares et al., 1997), but the variation always seems to be
cant over most of the pH range, because thebptitration  too low to explain a concerted transfer. In Figa &e show
region for the different hemes is never very different, withthose same results computed with the present methodology,
their E"¥ curves always staying close to each other (Fig. 3)using the full treatment of the protonation and redox equi-
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(a) Differences in average protonation There is, however, an alternative approach to the question
35 : : : , of electron and proton transfer that can be made within the
sl feduced-%ﬂﬁ? _________ scope of the present equilibrium treatment, and which is
based, somewhat paradoxically, on the fact that the in vivo
process is probably a nonequilibrium one. Biological pro-
2L . cesses do not occur under equilibrium conditions, and or-
ganic function is only possible due to the existence of
TN nonequilibrium fluxes of matter and energy. In particular,
the processes of electron transfer are usually part of trans-
L \ port chains, which act as flux, nonequilibrium mechanisms.
0 i L ! YN Hence, the transfer of electrons and coupled protons to and
-5 0 5 10 15 20 from cytochromec; probably does not occur in vivo under
the equilibrium conditions studied here and in most in vitro
experiments, so that the conclusions of the previous para-
graph do not invalidate the in vivo concerted transfer. Now,
when we have detailed information on the nonequilibrium
process of interest, the behavior of a system can be charac-
terized in general by equilibrium quantities. In somewhat
loose terms, the response of the system to the perturbations
that keep it away from equilibrium is determined by its
equilibrium fluctuations (through the fluctuation-dissipation
theorem) (de Groot and Mazur, 1962; Reif, 1965; McQuar-
rie, 1976); this is essentially due to the fact that the pertur-
bations cannot force the system more than it is allowed by
its normal “plasticity.” In the case of the electron and proton
transfer in cytochrome;, we do not have much information
on the nonequilibrium in vivo process, to say the least, so
(c) Proton populations that an analysis of that type is out of question. However, we
0.7 can examine how “permissive” the cytochrome is to an
0.6 excess or deficit of electrons and/or protons that can, under
nonequilibrium conditions, be “passed on” to or from other
0.5 molecules. Hence, the protein has a “buffer” of protons and
0.4 electrons that can be functionally important and may help to
0.3 explain their nonequilibrium concerted transfer.
Fig. 8 b shows the fluctuations of the total number of
0.2 protons in DvH;, expressed as two standard deviations
0.1 (SD; =2 SD spans-98% of a Gaussian distribution), for
0 state M2; almost identical plots are obtained for states M1
23 24 25 26 27 and M3. It is obvious that the proton fluctuations lead to
Number of protons higher variations in the number of protons than do the
FIGURE 8 Statistics on the total number of protors). Differences in changes in redox state, in particular the change MM3.
the average valuesb) Fluctuations (2 SD) for stgte M2c) Histogram of This means that the protein can easily accommodate tem-
populations for state M2 at pH 6.6. porarily an excess of protons that can be subsequently
passed to another molecule; furthermore, even if that trans-
fer leaves it with a deficit of protons, that deficit does not
excessively perturb the protein and can be maintained tem-
libria. The differences are too small in the biological pH porarily until new protons are received. In Figc@ histo-
region, even if one considers the difference between thgram of proton populations for state M2, at physiological
fully reduced and the fully oxidized molecule. The more pH, shows that even though the molecule tends to have 25
realistic comparison is between the states with an averagserotons, the populations with 24 and 26 protons are also
number of three and one electron, M3 and M1 (see aboveytable. Hence, under these pH conditions, the protein natu-
whose difference is even smaller. Thus, the full equilibriumrally spans a range of about three protons through its bind-
analysis of the present work does not affect significantly theng fluctuations; if this number is added to the increase of
previous results of net proton change and does not provide 0.5 average protons associated with the redox change
theoretical evidence for the equilibrium transfer of two M1 — M3, the total variation is more than enough for the
protons when two electrons are captured by Dybk phys-  uptake of two protons. Obviously, these arguments do not
iological pH. explain the concerted electron-proton transfer in equilib-
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rium conditions, where all fluctuations average out; but forconcerted transfer mediated by protonation- or reduction-
nonequilibrium conditions they seem to provide a reasonmediated conformational changes (see above), which can-
able explanation of how this concerted transfer can occunot be modeled by the simple CE approach used here.
despite a disagreement in terms of average quantities.  Furthermore, such changes may also lead to proton and
The same type of analysis can be made for the uptake adlectron fluctuations different from the ones computed here.
electrons. Fig. @ shows the fluctuations of the total number
of electrons for states M1-M3. These fluctuations are al- . .
ways quite high, even though each curve corresponds to gccupatlonal entropies
fixed average number of electrons. Pldt €hows a broad In this section we present some values for the occupational
distribution of the total number of electrons, for state M2 atentropy contribution for binding reactions in Dej more
physiological pH. Even though the M2 state has an averagexactly, the contributions t&"" and K" values. The
number of two electrons, the molecules with two electronsanalysis is especially important for the heme sites, because
are actually just one-half of the total protein population.the occupational term is totally absent for the usual “static”
Hence, under these pH conditions, the protein naturalyCE-based redox calculations, which do not consider the
spans a range of about three electrons through its bindinginding equilibrium of electrons; thus, when used to com-
fluctuations. This very large fluctuation may facilitate the pute reduction potentials, those calculations have a system-
transfer of electrons under nonequilibrium conditions, asatic error of the magnitude of the occupational entropy
discussed above for the case of protons, so that the uptakentribution.
of two electrons may not even require the equilibrium redox The occupational entropy contributions to &' values
change M1— M3 assumed above. of the heme sites are shown in Fig. 10. These non-null
In conclusion, electrons and protons each have a buffer afontributions arise from the change that the heme reduction
about three units that may, under appropriate nonequilibinduces in the binding fluctuations of sites coupled to them.
rium conditions, be totally or partially responsible for the Hence the variations in the plot can in general be traced
concerted transfer of two electrons and two protons. Nevbhack to changed interactions with particular sites. For ex-
ertheless, we cannot discard the possibility of equilibriumample, the variations iAS’*° observed for heme lil above
pH 10 follow the variations in its correlation with heme IV
(Fig. 7 ¢); in this region heme Il has no correlations with
protonable sites, and its correlation with heme 1 is roughly
constant. Thus the occupational entropy difference above

(a) Electron fluctuations

pH 10 comes in this case from the change that heme Il
g induces in the binding fluctuations of heme IV. Being due
5 only to the fluctuations in the redox state of heme IV, this
+ occupational entropy difference cannot be computed by
s using a “static” redox calculation. Another example that is
g easy to analyze is the peak between pB and 0 seen for
E heme IV; this is essentially due to its interaction with Asp
pd (Fig. 7d), because there are no other significant changes in
13 . . . . . its correlations within this range. In other cases the origin of
- 0 5 10 15 20 25 the occupational entropy difference may be much more
pH
(b) Electron populations
0.5 E
.5 0.4 N E
‘5 S’
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FIGURE 9 Statistics on the total number of (heme-reducing) electrons.
(a) Fluctuations (2 SD) for states M1-Ma)(Histogram of populations for ~ FIGURE 10 TAS°°contributions forE"" values of individual hemes as
state M2 at pH 6.6. a function of pH.
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difficult to figure out. The important point to note is that the traced back to individual interactions by using a correlation
occupational entropy contributions E2 attain values up  plot (analogous to those of Fig. 7, but for th&" state),
to =20 meV. These are high enough to make wrong preas illustrated above for the case of redox sites; the pattern of
dictions of reduction order if the occupational terms are noffluctuations is actually much simpler in this case. We note
computed (e.g., see the distances between the curves of Fifpat the propionates D of hemes | and 1V, the more strongly
3a). interacting of these protonable sites (as seen fra¢i*'p
The occupational entropy contributions to tH€"df val-  shifts and correlations), are also the ones with higher occu-
ues of the propionate sites, Bisand the N-terminus are pational entropy changes upon protonation. This is not
shown in Fig. 11. The fluctuations of the occupationalsurprising: if they are strongly coupled to other sites (in-
contributions of a protonatable site can, in principle, becluding hemes), their protonation will lead to more exten-
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FIGURE 11 TAS*Ccontributions for K" values of heme propionates Ad(id line) and D @ashed ling and sites Hi& and N-terminus, as a function
of E.
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sive changes in binding fluctuations. The occupationakandidate; other sites are Fiisthe N-terminus, and propi-
terms go up tat0.5 pH units, showing again the importance onate D of heme IV. The possibility of concerted electron-
of including them by using a full equilibrium treatment of proton transfer is shown to be unlikely in a full equilibrium
proton and electron equilibria, as done in this work. situation. However, the possible role of equilibrium fluctu-
ations in nonequilibrium transfer is discussed and proposed
as an alternative explanation for the concerted transfer un-
CONCLUSIONS der in vivo nonequilibrium conditions. Finally, the occupa-

_ _ _ tional entropy contributions t&"" and K" values are
This work presents a new theoretical method for treating the,own to be significant: up to 20 mV and 0.5 pH units

simultaneous binding equilibrium of electrons and prOtO”Srespectively.
in redox proteins, based on the use of a Monte Carlo method
and CE calculations. The major advantage of this metho%
over the usual CE-based calculations, which consider th

relation between the two equilibria in a partial way (Lan- ) . .
caster et al.. 1996: Soares et al., 1997: Kannt et al. 199€gosynthetlc reaction center, already studied by the usual

Martel et al., 1999), is a very fundamental one: by simulat- Static” CE approach (Gunner and Honig, 1991; Lancaster

ing the full equilibrium of electrons and protons at a given etal., 1996; Kannt et al., 1998).

pH and electrostatic potential of the solution, this approach

tries to reproduce more faithfully the actual conditions of

most in vitro and some in vivo studies. In this respect, theApPENDIX

present “dynamic” approach is far superior to the usual

“static” one. Couplings between different sites or groups ofThe standard occupational entropy change of the reaction of
sites (e.g., electrons-protons) can be analyzed in sever@fcupation of a site (n; = 0 — 1) is due solely to the
complementary ways, using titration surfaces and curvedlifference inS*“between the two protein forms (with =
pH-dependenE™ values,E-dependent K"*f values, and 1 andn; = 0), because the ligands in solution only contrib-
site-site correlations; the latter have the advantage of inute to configurational entropy. The properties of these two
cluding the effect of indirect interactions, which are ne-protein forms can be treated in terms of the conditional
glected by the usual comparison of interaction (free) enerprobabilities of the global system (in a probabilistic sense a
gies. The present approach also has the advantage ofosed system is a conditional case of an open one). Hence
including occupational entropy contributions in the com-we have

puted redox potentials, which are necessarily absent from

The general approach and methodology presented here
an be applied to any redox protein of known structure.
Bbvious candidates are cytochromexidase and the pho-

the usual “static” calculations. AF®= 9n = 1) — SUn, = 0)

The major limitation of the present approach is probably
the simplified treatment of protein conformational fluctua- = —k >, p(n|n; = )In p(n|n, = 1)
tions allowed by CE calculations, which makes impossible n

the occurrence of large binding-induced conformational

changes. The use of the linear form of the Poisson-Boltz- +k 2 p(njn; = 0)in p(n|n; = 0) (A1)
mann equation in the CE calculations may also lead to some n
inaccuracies in the electrostatic potential of surface sites.

The proposed method is intended for the study of thermo- =—k>
dynamic equilibrium (and comparisons are made with equi-

librium experimental data), and, as happens with equilib-

rium experimental data, care must be taken in extending its kS p(n, n = 0) | p(n, n = 0)_
conclusions to the nonequilibrium conditions typical of in ~ p(n;=0) p(n; = 0)

vivo conditions. Nevertheless, as discussed in the Theory

section, some nonequilibrium features may be inferred froMry o qividual probabilities can be written in terms of
the equilibrium situation. averages:

The study of DvH; by the proposed method gives a
correct prediction of the reduction order of the hemes under
physiological conditions; the quantitative discrepancies may
be due to the existence of significant reduction-induced
conformational changes in the protein (Turner et al., 1996; p(n = 0) = 1 —(m). (A3)
Soares et al., 1998), which cannot be captured within the CE
approach. As for the identity of the protonatable sites mord-urthermore, the joint probabilitigs(n, n, = 1) andp(n,
strongly involved in the biological redox-Bohr effect, the n; = 0) can be replaced by(n) if the terms in the summa-
present study seems to corroborate the results of previou®ns are multiplied, respectively, by and 1— n;. (There
studies, with the propionate D of heme | being the majoris no problem with vanishingly small probabilities, because

p(n,n=1) pn,n=1)
pn=1 " pin=1)

p(ni = 1) = (ny (A2)
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pInp— 0asp— 0.) We then have Badziong, W., R. K. Thauer, and J. G. Zeikus. 1978. Isolation and char-
acterization ofDesulfovibriogrowing on hydrogen plus sulfate as the
sole energy sourcérch. Microbiol. 116:41-49.
k
A= ——| > np()In p(n) — In(n) >, np(n) Baptista, A. M., P. J. Martel, and S. B. Petersen. 1997. Simulation of
<ni> n n protein conformational freedom as a function of pH: constant-pH mo-
lecular dynamics using implicit titratiorRroteins.27:523-544.
k Bashford, D., D. A. Case, C. Dalvit, L. Tennant, and P. E. Wright. 1993.
4+ — E(l = n)p(n)in p(n) Electrostatic calculations of side-chaifk pvalues in myoglobin and
1- (ni> n comparison with NMR data for histidineBiochemistry32:8045—8056.
Bashford, D., and K. Gerwert. 1992. Electrostatic calculations of e p
values of ionizable groups in bacteriorhodopsin. Mol. Biol. 224:
—In(L = (n)) X(1 — n)p(n) 473-486.
n Bashford, D., and M. Karplus. 1990Kgs of ionizable groups in proteins:
atomic detail from a continuum electrostatic modglochemistry.29:
(=kIn p(nn) (=kIn p(n)(L — n)) 10219-10225,
= n + Kin(n) — 1—1{n) Bashford, D., M. Karplus, and G. W. Canters. 1988. Electrostatic effects of
! ! charge perturbations introduced by metal oxidation in proteinMol.
—kIn(1—<(ny)

Biol. 203:507-510.
Ben-Naim, A. 1992. Statistical Thermodynamics for Chemists and Bio-
chemists. Plenum Press, New York.
() (=kInp(n)n) — (—kIn p(n))Xn) : .
+ i Beroza, P., D. R. Fredkin, M. Y. Okamura, and G. Feher. 1991. Protonation
1- <ni> <ni>(1 - <ni>) of interacting residues in a protein by a Monte Carlo method: application
to lysozyme and the photosynthetic reaction centerRbbdobacter
(A4) sphaeroides. Proc. Natl. Acad. Sci. US8:5804-5808.

Bertrand, P., O. Mbarki, M. Asso, L. Blanchard, F. Guerlesquin, and M.
We now note that the numerator of the second term corre- Tegoni. 1995. Control of the redox potential @type cytochromes:

sponds to the covariance betweagiand—k In p(n), and the importance of the entropic contributioBiochemistry34:11071-11079.
denominator to the variance of (becausén?) = (n.)). By Beveridge, D. L., and F. M. DiCapua. 1989. Free energy via molecular
using Eq. 2 and the properties of the covariance with respect simulation: application to chemical and biomolecular systeArsu.

t tiplicati d additi f tant finally obtai Rev. Biophys. Biophys. CheB:431-492.
0 multipiication and addition of constants, we finafly obtain Churg, A. K., and A. Warshel. 1986. Control of the redox potential of

cytochromec and microscopic dielectric effects in proteifochemis-

=kln

TAS™ = kTln () N coMn;, AG(n) + 2.3Tn - pL ] try. 25:1675-1681.
1- (ni) var(ni) ’ Coletta, M., T. Catarino, J. LeGall, and A. V. Xavier. 1991. A thermody-
(A5) namic model for the cooperative functional properties of the tretraheme
cytochromec; from Desulfovibrio gigas. Eur. J. Biochen02:
1101-1106.
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