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Consequences of Breaking the Asp-His Hydrogen Bond of the Catalytic
Triad: Effects on the Structure and Dynamics of the Serine
Esterase Cutinase

Edmond Y. Lau and Thomas C. Bruice
Department of Chemistry, University of California, Santa Barbara, California 93106 USA

ABSTRACT The objective of this study has been to investigate the effects on the structure and dynamics that take place with
the breaking of the Asp-His hydrogen bond in the catalytic triad Asp'”®-His®8-Ser'2° of the serine esterase cutinase in the
ground state. Four molecular dynamics simulations were performed on this enzyme in solution. The starting structures in two
simulations had the Asp'”®-His'®® hydrogen bond intact, and in two simulations the Asp'”®-His'® hydrogen bond was
broken. Conformations of the residues comprising the catalytic triad are well behaved during both simulations containing the
intact Asp'”®-His'® hydrogen bond. Short contacts of less than 2.6 A were observed in 1.2% of the sampled distances
between the carboxylate oxygens of Asp'”® and the NE2 of His'®. The simulations showed that the active site residues
exhibit a great deal of mobility when the Asp'”®-His'®® hydrogen bond is broken. In the two simulations in which the
Asp'75-His'®® hydrogen bond is not present, the final geometries for the residues in the catalytic triad are not in catalytically
productive conformations. In both simulations, Asp'”® and His 2 are more than 6 A apart in the final structure from dynamics,
and the side chains of Ser'2° and Asp'”® are in closer proximity to the NE2 of His'®® than to ND1. Nonlocal effects on the
structure of cutinase were observed. A loop formed by residues 26-31, which is on the opposite end of the protein relative
to the active site, was greatly affected. Further changes in the dynamics of cutinase were determined from quasiharmonic
mode analysis. The frequency of the second lowest mode was greatly reduced when the Asp'”®-His'®® hydrogen bond was
broken, and several higher modes showed lower frequencies. All four simulations showed that the oxyanion hole, composed
of residues Ser*? and GIn'?", is stable. Only one of the hydrogen bonds (Ser*? OG to GIn'2?" NE2) observed in the crystal
structure that stabilize the conformation of Ser*? OG persisted throughout the simulations. This hydrogen bond appears to
be enough for the oxyanion hole to retain its structural integrity.

INTRODUCTION

The catalytic triad consisting of Ser-His-Asp/Glu is com- nitrogen of the imidazole played the role of general base to
mon to a class of hydrolytic enzymes. Serine proteases suassist serine attack on the substrate, and the role of the
as trypsin, elastasey-lytic protease, and subtilisin have Asp-CO, was to remove a proton (Scheme 1) from the
little structural homology and do not recognize the sames-nitrogen of the imidazolium ion (Blow et al., 1969). The
substrate, yet each employs the catalytic triad to hydrolyzeverall charge relay reaction (Scheme 2) is thermodynam-
a peptide bond (Kraut, 1977; Steitz and Shulman, 1982)ically disfavored, however, because the aspartate is the
Overlaying of the catalytic residues shows that they occupynuch poorer base compared to the imdazole (Bruice, 1976).
the same relative positions in each of the enzymes tha®N and '*C NMR experiments on the catalytic histidine
contain this moiety. Serine proteases are highly efficien{Scheme 2) of-lytic protease showed that the pKa of the
catalysts that accelerate reactions by a factor of up ¥ 10 residue is near 7.0, showing the charge relay to be unfavor-
over noncatalyzed reactions (Kraut, 1977). able (Bachovchin, 1978, 1981). Calculations by Warshel
The function of the serine is to enter into a transacylatioryng co-workers show that the transition state (TS) of the
reaction with the substrate to form an acyl-enzyme intermecharge relay mechanism is 12 kcal/mol higher in energy
diate, which is then hydrolyzed to form the product. Theg|ative to the TS containing both Asp and His charged
role of the imidazole of histidine is to act as ageneral-bas?WarShm et al., 1989; Warshel, 1991). In addition, their
catalyst to remove the proton from the serine hydroxylca|cylations estimate a more than 4 kcal/mol increase in free

group in concert with the nucleophilic attack of the serineerlergy in the TS when Asp is replaced by Ala. There have
oxygen on the substrate acyl carbonyl carbon (Scheme 1heen proposals that the primary role of the Asp carboxylic

The importance of the carboxylic acid in the catalytic triad 45 js 1o stabilize a required conformation of the histidine

Eas bﬁe”, undﬁ_r gebate_ fo(; rr:any years. In '?he Clh"?‘rgehrel"i%idazole rather than to serve as a general-base catalyst.
ypothesis, which received almost universal acclaim.ethe p,qers and Bruice were able to show in model compounds
for the Ser-His-Asp triad of serine proteases that only a
Received for publication 5 February 1999 and in final form 21 April 1999. threefold rate enhancement Cou'd be attrlbUtEd.to the car-
. . boxylate group (Rogers and Bruice, 1974). This rate en-
Address reprint requests to Dr. Thomas C. Bruice, Department of Chem- . o9
istry, University of California, Santa Barbara, CA 93106. Tel.: 805-893- hance_mem in solution is, of course, much less than observed
2044; Fax: 805-893-2229; E-mail: tchruice @bioorganic.ucsb.edu. experimentally for these enzymes. The authors speculated
© 1999 by the Biophysical Society that the heterogeneity and the ordered surroundings of the
0006-3495/99/07/85/14  $2.00 triad functional groups at the active site may account for the
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rate enhancement. A similar conclusion was reached bgatalytic role for a LBHB is not universally accepted (Ash
Fersht and Sperling in their work with chymotrypsin and et al., 1997; Guthrie, 1996; Warshel et al., 1995). Warshel et
chymotrypsinogen (Fersht and Sperling, 1973). They obal. have reject the role of LBHBs in proteins. Calculations
served that an intact catalytic triad exists within both chy-py Warshel and co-workers using empirical valence bond
motrypsin and chymotrypsinogen, yet only one is catalyti-theory have shown that transition states containing LBHBs
cally active. They postulated that the buried carboxylateyre |ess stable than an ionic hydrogen bond (Addis™) in

may constrain the position of the imidazole and that thesp|ution (Warshel and Papazyan, 1996). It has recently been
catalytic efficacy is due to a moderately reactive catalyskpown, however, by a combination of experimental low-
coupled with the substrate in a precise orientation. ObViyemperature (20 K) neutron diffraction and x-ray crystallo-
ously something special was missing in the charge relay ,ohic measurements combined with high-level quantum

colgcept.tl E Cleland. and McC h ‘ H:echanical calculations, that the low-barrier hydrogen bond
ecently Frey, Lieland, and Mct.reevoy have suggeste crystalline benzoylacetone is characterized by 16 kcal/

that the Asp-CQ forms a low-barrier hydrogen bond oo onance stabilization (Schiott et al., 1998). It is not

(LBHB) with the histidine imidazole in serine proteases . . . .
. . known whether this molecule will form a LBHB in solution.
(Cleland and Kreevoy, 1994; Frey et al., 1994; Geralt et al. . .
appears that much more research into LBHB will be

1997). This proposal is based on an anomalous downfiel .
orthcoming.

shift of the®H NMR chemical shift observed for the amine _
Warshel and co-workers have pointed out that (Warshel

hydrogen of the catalytic histidine. This far-downfield ) _ oA
chemical shift has been observed in all serine protease¥'d Florian, 1998; Warshel, 1998) the reorganization en-

studied by proton NMR (Frey et al., 1994). This proton also€9Y of orientating polar groups in the enzyme active site is

has an extremely low fractionation value, which indicatessmall, relative to the reaction in solution, because the di-

that it is in a highly stable hydrogen bonding arrangemenf30|95 are already positioned to interact with the TS. This

and is protected from solvent exchange. Arguments wer@reorganization has been proposed to suffice in explaining
presented that supported up to 20 kcal/mol resonance stie efficency of the serine esterase enzymes. Their calcula-
bilization energy on the formation of a LBHB. Such a tions of the change in free energy when the oxyanion hole
stabilization energy would provide a role for the asparticis destabilized by mutation are in good agreement with

acid member of the Asp-His-Ser triad in catalysis. Thisexperiment (Warshel et al., 1988, 1989).
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The alkane dehalogenaseXdinobactor autotrophicus A study has now been initiated to determine the conse-
responsible for the hydrolysis of 1,2-dichloroethane toquences of breaking the Asp-His hydrogen bond of a cata-
2-chloroethanol. This enzyme has at its active site a catdytic triad in a serine esterase enzyme. Cutinase froisar-
lytic triad consisting of Asp?*, His?®®, and H,0. It has been  ium solani pisiwith the catalytic triad Asp'>His'®%-Ser?°
shown recently, using computer simulations of thé& E (Fig. 1), was chosen for this study. Cutinase hydrolyzes the
complex, that the choice of the imidazole nitrogen (ND1lester linkages of triglycerides and cutin. Cutinase is a par-
versus NE2) that is to be covalently bonded to a hydrogeticularly good choice for our study because it is a relatively
can have significant consequences for the active site strusmall, monomeric enzyme consisting of 214 residues, but
ture (Lightstone et al., 1998). When the proton resides orthe first 15 amino acids are not present in the mature
ND1, the active site residues are well behaved for theenzyme. Many high-resolution crystal structures for this
duration of the simulation, and conformations are found thaenzyme have been reported,and cutinase has recently been
would lead to catalysis. There are dramatic changes in theolved at 1.0 A resolution (Longhi et al., 1997). The protein
active site when the proton is moved to the NE2 position ofis a compact single-domain molecule with dimensions of
the histidine imidazole. Productive conformations that can~45 X ~30 X ~30 A3 It contains a centrajB-sheet
lead to catalysis cannot be formed. The stabilizing interaceonsisting of five parallel strands covered by fivénelices,
tion formed between ASp* and Hig®® when ND1 is pro- thea/B hydrolase fold (Schrag and Cygler, 1997). Cutinase
tonated is disrupted when the hydrogen is moved to the NEA&iffers from true lipases in that it lacks a flap region that
position. The Asp? is so affected by the breaking of the buries the hydrophobic binding site (Cygler and Schrag,
Asp'?“His?® hydrogen bond that it rotates out of the active 1997). This flap may prevent lipases from aggregating in
site. The Asp?* side chain undergoes two consecutive ro-solution. Cutinase also lacks interfacial activation as de-
tations, which moveti9 A away from the enzyme-bound scribed for true lipases. Analogous to the serine proteases,
substrate. cutinase contains an oxyanion hole consisting of the main-

FIGURE 1 Schematic diagram of
cutinase. The catalytic triad for this en-
zyme is represented in ball-and-stick
format. This picture was made with the
program  MOLSCRIPT  (Kraulis,

1991).
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chain nitrogens of S&f and GIt?! and the OG atom of every 10 time steps. All residues were modeled using the CHARMM
Sef? (Martinez et al., 1994: Nicolas et al., 1996). Interest-2all-atom parameter set (version 22) (MacKerell et al., 1998).
ingly unlike the other Iipases the oxyanion hole of cutinase Positional fluctuations of the backbone atoms were calculated from the

. . . trajectories and compared to those obtained from the crystal structure. The
is preformed (Martinez et al., 1994). In the other IIpasesﬂuctuations of the backbone atoms in the crystal structure were obtained by

either structural rearrangement must occur or substrate Mugtsyming that the Debye-Waller B-factors were free of contributions from
be bound for the oxyanion hole to form. lattice defects and the motions of the atoms were isotropic. The positional
fluctuations of an atom can be obtained from the associated B-factors by
using the equatiofir?)*’2 = (3B/87%)Y2(McCammon and Harvey, 1987).
METHOD The solvent-accessible surface area (SASA) of the protein was calcu-
lated with the program NACCESS (Hubbard and Thornton, 1993). Only
Four molecular dynamics simulations were performed in this study. Thethe heavy atoms of cutinase were used for the calculations. Standard van
crystal structure of cutinase solved at 1.25-A resolution (Brookhavender Waals radii were used for the heavy atoms in cutinase. A probe radius
Protein Data Bank entry 1CUS) and containing 197 amino acids (the firsibf 1.4 A was used, and the slice thickness was 0.05 A.
16 residues were not included in the crystal structure) was used as the Tg study changes in the internal motions of cutinase due to breakage of
starting structure. Two simulations were performed on cutinase in whichpe Asp7%His'®® hydrogen bond, quasiharmonic mode analysis was per-
the imidazole proton was on ND1 of H. The only difference between  formed on thea carbons (CAs) in the protein to reduce the size of the
these two simulations is in the initial seed value for the random ”Umbe"displacement matrix (Teeter and Case, 1990; Verma et al., 1997). New
generator used for assignment of the initial Ve|0(‘:ItISESS. In the other Woyrajectories for cutinase were generated from each original simulation. The
simulations, the hydrogen bond between Né_pmd H'Sl_ of the catalytic ¢ of the cutinase in each of the original coordinate sets was overlayed
triad was dlsrgpggd. In one of these simulations, the imidazole proton waiy the energy-minimized structure by a least-squares fit to remove the
on ND1 of His® and the imidazole ring was rotated 180°, about the rotational and transitional motions of the cutinase, and the new coordinates

dihedral angle formed by CA-CB-CG-CD2, from its initial position in the for cutinase were saved. The quasiharmonic modes of the CA were
crystal structure (denoted ROT). In the other simulation, the position of the

S . 188 S _ " “calculated using these new trajectories. The displacements from the prin-
imidazole ring of Hi$®8in the crystal structure was utilized in the starting gipal axis were calculated directly from the new trajectories.
structure, but the hydrogen was placed on NE2 instead of ND1 (denote
HE2). Scheme 3 shows the relative geometries for the catalytic residues for
the ROT and HE2 simulations. All four of these simulations correspond to
the ground state for cutinase. The preparation for each cutinase model for
a molecular dynamics simulation was the same and is detailed in SchemBESULTS AND DISCUSSION
3.
The program CHARMM (versions 22.5 and 25b2) was used for all TO avoid confusion when describing the individual molec-
molecular dynamics simulations (Brooks et al., 1983). Hydrogen atomgjlar dynamics simulations of cutinase, the trajectories will
were added to the crystal structure, including the crystallographic watersbe referred to as follows: NAT is the simulation of cutinase

by using CHARMM. The protein and crystallographic waters were sol- . . 8 .
vated in a 35-A-radius sphere (Chandrasekhar et al., 1992; Philippopoulo‘éMlth the imidazole proton on ND1 Hi8% NAT2 is the

and Lim, 1995) of flexible TIP3P water (Jorgensen et al., 1983). Any waterreplicate of simulation NAT, using the same starting mini-
molecule within 2.8 A of the protein or a crystallographic water was mized structure of cutinase but a different seed value for the

deleted. The total number of water molecules in each simulation variec} : P :
andom number generator u t ign the initial veloci-
slightly, but the system consisted 6f17,378 atoms (2867 protein atoms do umbe generalto sed to ass 9 N al veloc

and 4837 water molecules). The potential energy of these systems (proteple$' As seen in SChe.rgg _3' HE2 refers to the simu_lation in
and water) was minimized by using a combination of steepest descents amthich the NE2 of Hi&®® is protonated, and ROT is the
adopted basis Newton-Raphson methods (Brooks et al., 1987). Moleculagimulation in which the imidazole ring of Hi€8 has been

dynamics was performed on the energy-minimized system, and all systenﬁgtated and ND1 is protonated. All four simulations were
were treated as microcanonical ensembles (NVE). The system was heate )

to 300 K in 5 ps and equilibrated for 30 ps. Production dynamics wereStable qver the duration of their trajectories. The_ ratio of the
performed for 500 ps. All analysis of the trajectories was done on the lasfluctuation of the total energy to the fluctuation of the

500 ps of dynamics. The'Coqumbic interactions Werg cut Of.f at12 A bykinetic energy was below 1% for each Simu'a‘[ion' and the
the use of a shifting fl_mct_lon, and_the van der Waals interactions were Cl\t/ariation in the temperature was less than 5 K: thus differ-
off by the use of a switching function between 10 and 11 A (Brooks et al., . . A .
1983). The equations of motion were integrated using the Verlet algorithnENCeS observed in the dynamics are not due to instabilities in

with a time step of 1 fs (Verlet, 1967). The nonbonded list was updatedthe simulations (Allen and Tildesley, 1987).
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Root mean squared deviations RMSD plateaued at 1.8 A relative to the crystal structure. It
- appears that the catalytic triad of cutinase not only is nec-
The root mean squared deviations (RMSDs) of the back- bp -ataly >€ not only

essary for catalysis, but also has a stabilizing influence on

bone atoms (N, CA, and C) of cutinase during dynamlcs,[his protein’s structure.

from the crystal structure were calculated for each trajec- . . .
Y ¢ The greater RMSD in cutinase when the ASpHis'®®

tory. The RMSD of the cutinase in which the A<pHis®® _ : ,
hydrogen bond was broken resulted in a higher RMSD fof1ydrogen bond is broken is caused by large changes in the
the protein than in simulations of cutinase with an intactPositions of the protein backbone in two regions, the sol-

catalytic triad. This difference in RMSD between cutinaseVent-eéxposed loop 26-31 and residues 170-200 (Fig. 3).
simulations was not a result of the energy minimization/nterestingly, these two regions are on opposite ends of the
distorting one structure more than another, because there aP&dtein, which are separated by almost 30 A. The change in
only small differences between starting structures. The avPositions of residues 170-200 can be directly related to
erage RMSD for each CA in the protein between the min-breaking of the Asp/>-His*®® hydrogen bond, because both
imized (starting) structure and the crystal structure wagesidues reside in this region. This hydrogen bond appears
0.59, 0.58, and 0.62 A for NAT, HE2, and ROT, respec-to help stabilize the conformation of loop 180-188; once it
tively. Even after the heating and equilibration phases, thés broken, Asp’® and Hig®® separate, which results in
RMSDs for all four simulations are of a similar value, but greater conformation flexibility. Loop 180-188 moved
the RMSD increases steadily in the simulations in which theA away from loop 80—88. Why loop 26-31 changes posi-
Asp'">-His'® hydrogen bond is broken during production tion is not readily apparent, because it is distant from the
dynamics (Fig. 2). In both simulations in which the ASp  active site, but changes in this loop did occur in both
His'®®hydrogen bond is broken, the RMSD of the backbonesimulations with the disrupted AYp-His'®® hydrogen
atoms reached 2.3 A from the crystal structure. In bothhond. It can be seen in Fig. 3 that loop 26-31 is a highly
simulations of cutinase with an intact catalytic triad, the mopile region in cutinase, but when the A§pHis'®® hy-
drogen bond is present, the conformation of the region is
retained (Fig. 3, NAT simulation). Similar results are seen
2.6 - - - - - from the superimposition of the CA atoms of cutinase from
the heteromorphous crystal structures (Longhi et al., 1996).
There is a change in the conformation for residues 26-31
when the Asp’>-His*®® hydrogen bond is broken (Fig.B
ROT simulation). Similar results are obtained in the NAT2
and HE2 simulations. The initial change in position of the
backbone atoms for ROT and HE2 in loop 26-31 from the
energy minimization are no larger than changes observed
for the native structures. The largest change in position for
a CA in the NAT simulation in this region was 2.16 A, and
the majority of the displacements in the enzyme are well
. . . , , below this value (Fig. 47A). The values from the NAT2
0 100 20, (picogggmds) 400 500 simulation for this region were less than the NAT simula-
tion (Fig. 4B). Some of the CAs in loop 26—31 move over
IB 4 A from their positions in the crystal structure when the
24 | | Asp'">His'® hydrogen bond is broken (Fig. & andD).
' Although not well understood, it has been shown that loops
distant from the active site can affect the rate of reaction in
an enzyme. Mutational studies on &ly (located in a
surface loop~20 A from the active site) of dihydrofolate
reductase fronk. coli have shown that this single change in
a loop can affect both the conformation and rate of hydride
transfer in the enzyme (Ohmae et al., 1996). The substrate
specificity of chymotrypsin can be conferred on trypsin by
mutation of trypsin’s binding pocket. But the enzyme is not
0 700 200 300 200 500 active unless two highly conserved surface loops in chymo-
time (picoseconds) trypsin replace two conserved loops in trypsin. The neces-

FIGURE 2 R deviations (RMSDS) of the backb sity of these two loops for activity is not readily apparent,
oot mean square deviations s) of the backbon . . _
atoms (C, CA, and N) from the crystal structure during the simulatigh, ( ®because neither makes any contacts with the substrate (Hed

The RMSD for the ROT and NAT simulations3) The RMSD for HE2 ~ Strom et al., 1992). It is intriguing that this distant loop in
and NAT2 simulations. cutinase is affect by a perturbation in the active site.
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Loop 26-31

FIGURE 3 Superimposition of the carbons of cutinase every 50 ps of the simulation for the NATand ROT B) simulations.

The catalytic triad percentage of the sampled population having aAsp
- 188 . . .
The hydrogen bonds formed between the residues in thgIS hydrogen bor_1d distance characteristic .Of LBHB.
._Unfortunately, there is no crystal structure of cutinase com-

catalytic triad were stable throughout the simulations in lexed with del sub he | ¢ the ob
which the Asp’>His®® hydrogen bond was not broken. P o ¢ with a model substrate. The importance of the ob-
The Sel? OG-to-Hid® NE2 distances were 2.92 0.17  Served population of short contacts between A3@nd

and 2.92+ 020 A for the NAT and NAT?2 reépecti.vely His'®8 is difficult to assess because cutinase only contains

The average distances between the carboxylate oxygens gpe histidine. Thus_, dlr_ect comparisons with ‘?‘”Other Asp-
Asp'7® and ND1 of Hid®® were 3.00+ 0.27 and 3.03+ His hydrogen bond in this enzyme are not possible. It should
0.23 A for the NAT simulation. In the NAT2 simulation, the °€ noted thata LBHB or an ionic hydrogen bond (Warshel),
average distances were 2.870.16 and 3.0t 0.18 A for which provides TS stabilization, will only form when an
the carboxylate oxygen-to-ND1 distance. This indicates thafMdazolium ion and substrate are present. _
in the NAT simulation, the carboxylate oxygens are in a [N Simulations that include the disrupted ASpHis N
bifurcated arrangement with ND1, but in NAT2 one C,)(ygenhydrogen bonq, there is a separation between these entities.
is interacting with ND1 a majority of the time. Extremely The changes in the active site are not as Qrastl_c as seen in
short distances of less than 2.6 A between the oxygens dhe alkane dehalogenase, where the aspartic acid rotated out
Asp'’>-CO, and the imidazole nitrogen of Hi& were of the active site when the histidine was protonated at the
found in the simulation. The total number of short contactsNEZ position (Lightstone et al., 1998). The aspartic acid did
between an oxygen of A$ff and the ND1 of Hi§*® (=2.6  not rotate out of the active site in either cutinase simulation
A) is 1.2% of the sampled population for both of these(ROT and HEZ2) that had a broken A$pHis'®® hydrogen _
ground-state simulations. Because measurable formatidpond. The aspartic acid is unable to rotate out of the active
(*H NMR) of LBHB in the serine proteases requires thesite of cutinase because of a stabilizing interaction between
presence of substrate (Frey et al., 1994; Geralt et al., 1997}, and Tyr*%. A hydrogen bond is formed between one of

it would have been interesting to compare distances obthe carboxylate oxygens of ASfy and the hydroxyl hydro-
tained from a cutinase ES complex to see if conforma- gen of Ty, This highly stable hydrogen bond is present
tional changes occur in the enzyme that result in a greatan all four simulations and remains intact for the duration of

188
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FIGURE 4 Root mean squared deviation betweenntharbons of the average structure of cutinase from each simulation relative to the crystal structure.

the trajectory in all of the simulations performed. Interest-Aspt°%His®” hydrogen bond allows the imidazole to rotate.
ingly, a similar interaction is formed in a simulation of Inthe HE2 trajectory of cutinase, a hydrogen bond, formed
trypsin. The catalytic Asfy? forms a hydrogen bond with between the hydrogen attached to NE2 of fiend OG of

the hydroxyl hydrogen of Tyf (study in progress).

increases from their initial separation 6f4 A to a maxi-
mum distance of more tha8 A (Fig. 5). In the case of the

Sert?® remains intact throughout the simulation. This hy-
There are drastic changes in the conformation of thalrogen bond remains intact even with the altered conforma-
catalytic residues when the hydrogen bond betweert &sp tion of the histidine, because of the relatively small change
and Hig® is broken. Not surprisingly, the separation be-in position needed for the OG of $&? to remain in close
tween Asp’®and Hig®increases greatly during the trajec- contact with the hydrogen attached to NE2 in imidazole
tories. The distances from the carboxylate oxygens to thevhen the ring flip occurs. The hydroxyl oxygen of &&r
nearest nitrogen in the imidazole in the ROT simulationonly needs to undergo a dihedral transition (N-CA-CB-OG)

to remain in close proximity to the HE2 of Hf€.
In both simulations in which the A$p>His'® hydrogen

HEZ2 simulation, not only does the separation increase, butond is broken, the hydrogen attached to the nitrogen of the
the histidine undergoes a ring flip of almost 180° (Fig. 6).imidazole forms a very stable interaction with a solvent
Interestingly, rotation of the imidazole of the catalytic triad molecule. In the case of the HE2 simulation, the ND1 of the
has also been observed in a double mutant of rat anioniitnidazole begins to interact strongly with a specific solvent
trypsin (Asp®*His®>’-Sert®9). The crystal structure of tryp- molecule after the ring flip, which occurs at 135 ps (Fig. 7
sin D102S/S214D reveals that the imidazole ring is rotatedd). This interaction is stable for the rest of the trajectory
by ~180° (about the CA-CB-CG-CD2 dihedral angle) from (400 ps). There is a similar occurrence in the ROT simula-
its position in the native enzyme (Corey et al., 1992). Thistion. A distant water initially in the trajectory forms a very
alternative conformation for the trypsin mutant appears tcstable interaction with the ND1 of the imidazole during the
last 100 ps of the simulation (Fig.B). The conformation of
NE2 of His’’. Removal of the stabilizing influence of the the imidazole ring appears to be stable only when there is a

be stabilized by interaction between OD2 of A¥pand
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FIGURE 5 Separation between the A8pOD1 and the nearest nitrogen in the imidazole of*ffisluring the ROT 4) and HE2 B) simulations.

strong interaction between a nitrogen and a highly polausing a different force field (GROMOS) and water model
group, either the carboxylate of AS or a water molecule. (SPC), which showed an average fluctuation of shear-
In both the ROT and HE2 simulations, the final orientationbons of 0.60 A from the dynamics and 0.72 A when essen-
of the imidazole ring is in a noncatalytic geometry (Fig. 8).tial dynamics analyses were performed on the trajectory
(Creveld et al., 1998; Longhi et al., 1996). In both simula-
tions in which the Asp’>His'®® hydrogen bond is broken,
there are larger fluctuations than seen with simulations of
The fluctuations of the CAs about their average positionghe native enzyme. The fluctuations for the HE2 and ROT
during the trajectories can be compared directly to thesimulations were both 0.66 A. Although the average values
Debye-Waller B-factors determined from x-ray crystallog- for the fluctuations of the CA in the HE2 and ROT simu-
raphy. The average fluctuation for a CA is 0.65 A, which islations are in better agreement with the results from crys-
estimated from the crystal structure of cutinase solved retallography than are the NAT and NAT2 simulations, it
cently at 1.0-A resolution (Longhi et al., 1997). The calcu-should be noted that fluctuations calculated from simula-
lated average fluctuations for the CA from these simulationgions tend to be less than those obtained by crystallography
are in good agreement with crystallography (Fig. 9). In the(Philippopoulos and Lim, 1995).
simulations with the native enzyme (intact catalytic triad), The fluctuations of the CAs in regions of secondary
the calculated fluctuations for the CAs were 0.62 and 0.63structure are similar for all of the simulations. Cutinase has
A for NAT and NAT2, respectively. These values are alsoa compact structure that consists of a five-stranded parallel
in agreement with a nanosecond simulation of cutinasgs-sheet flanked byx-helices. The differences in the mag-
nitudes of the fluctuations in the CAs arise from enhanced
motions in the coils when the ASpHis'®8 hydrogen bond
is broken. Three loops, comprising residues 2631, 80—88,
‘ il and 180-188, account for the majority of the differences in
0 r | VAR AT AR AL W) fluctuations between simulations. It can clearly be seen that
dikii I 1 ‘ ! the solvent-exposed loop 2631 undergoes larger amplitude
0 i e w fluctuations when the catalytic hydrogen bond is broken
than when it is intact (Fig. 9). Th@-turn consisting of
] residues 109-112 also shows enhanced mobility when the
Asp'">-His'®hydrogen bond is broken. The mobility in this
. turn is caused by contact with loop 26-31.

Interestingly, the residues in loop 80-88, which forms
half of the lid of the active site, shows greater mobility when
the catalytic hydrogen bond is intact. Loop 180-188, which

‘ ‘ ‘ . ‘ forms the other half of the lid for the active site, shows a
100 200 300 400 500 great deal of mobility in three of the four simulations; only
time (picoseconds) . . .
the NAT2 simulation showed reduced fluctuations. The
FIGURE 6 Plot of the dihedral angle for CA-CB-CG-CD2 of Higin fluctuations for this loop in the NAT simulation are greater
the HE2 simulation. than those found from the crystal structure (Figh)9In the
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FIGURE 7 Distances between a stabilizing water molecule and ND1 dfHis the ROT @) and HE2 B) simulations.

NAT simulation the fluctuations in loop 180—188 are of the when Asr®®, which stabilizes the oxyanion hole conforma-
same magnitude as those found in the simulations in whickion, is replaced by Ala (Warshel et al., 1988; Wells et al.,
the Aspg’>His'®® hydrogen bond is broken. All hydrogen 1986). A similar value is obtained from calculation for
bonds in the catalytic triad remain intact throughout thedestabilizing the oxyanion hole of rat trypsin by a Gly-to-
NAT simulation, which suggests that the active site ofAla double mutation (Warshel et al., 1988). Comparison of
cutinase is flexible. the crystal structures of cutinase without substrate and co-
valently inhibited by diethyp-nitrophenyl phosphate
showed that there is little change in the overall structure of
cutinase (Martinez et al., 1994). The residues forming the
Cutinase has an oxyanion hole to stabilize the developingxyanion hole in cutinase (GiA* and Set?) occupy the
negative charge on the substrate ester or amide carbonghme positions in the two crystal structures, which implies
oxygen during the formation of the tetrahedral intermediatethat unlike other lipases, cutinase has a preformed oxyanion
to acyl transfer. The oxyanion hole is vital for catalysis in hole. In addition to using the backbone amides of '&ln
serine proteases. Mutational and computational studies cand Set?, cutinase also utilizes the OG of $&to form its
subtilisin show a~5.0 kcal/mol increase in free energy oxyanion hole (Fig. 13). This differs from typical serine

The oxyanion hole

Aspl75
Aspl75 Ser120

Ser120

A B

FIGURE 8 Final geometries for the residues in the catalytic triad from the RQar{d HE2 B) simulations. The dashes show the shortest distances
between a carboxylate oxygen and a nitrogen in the imidazole and between OG?8&&dra nitrogen in the imidazole. In both simulations, NE2 ofBis
was the closest nitrogen to the side-chain oxygens of Rgmnd Set?°. Values are in Angstroms.
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FIGURE 9 Positional fluctuations of the carbons from the simulations (——) and from the 1.0-A crystal structure (— — —). The NAT, NAT2, ROT,

and HE2 simulations are shown & B, C, andD, respectively.

proteases, which use only the two backbone amides to forro almost 10 A during the trajectory. The stability of this

the oxyanion hole. The orientation of OG in &eis stabi-

hydrogen bond is consistent with results from x-ray crys-

lized in the crystal structure by hydrogen bonds between itallography. The side chain of A%hwas found to be in a
and GI?*NE2 and Asfi* ND2 (Nicolas et al., 1996). The dual conformation in the 1.0-A crystal structure. One con-

distances between the OG of $eand GIf?* NE2 and

formation has a separation between“3&dG and Asfi*

Asn®*ND2 are 3.15 and 3.06 A, respectively, in the crystalND1 of 3.06 A. The other conformation has the two atoms
structure. The behaviors of these two hydrogen bonds in theeparated by 3.96 A, and it does not appear that this con-
oxyanion hole are similar in all four simulations. The hy- formation can provide stabilization for the orientation of the
drogen bond between the $80G and GIF?*NE2 is stable  Sef? OG atom. The B-factors from crystallography for
and remains intact in all four simulations. The averageatoms OG of S&éF, NE2 of GInt?%, and ND2 of Asf* are
separation between the $210G and the closest amide in agreement with the simulations. The values for OG of
hydrogen of GIA?*ranged from a low of 2.25 A in the ROT Sef? and NE2 of GIA?* were 12.43 and 10.96Arespec-
simulation to a high of 2.70 A for the HE2 simulation (Fig. tively, for the 1.0-A crystal structure (Longhi et al., 1997).
11 A). The other hydrogen bond between Be®G and The ND2 of Asi#* was found to be in dual positions in the
Asn®* ND2 is unstable in all simulations performed. At same crystal structure, and the B-factors for each position
initiation of each of the four simulations, the separation(16.21 and 14.13 A were greater than for the atoms of
between SéF OG and Asfi* ND2 is well below 3 A, but  Sef?and GIn? Although the hydrogen bond between OG
the hydrogen bond is not stable and breaks in the course aff Sef? and ND2 of Asfi* is not stable, the relative con-
each simulation (Fig. 1B). This hydrogen bond lasted for formation of OG is unaffected (Fig. 18). The single

the longest amount of time (125 ps) in the ROT simulation;hydrogen bond between the side chains of$and GI?!

in the HE2 simulation the hydrogen bond breaks almost asppears to be enough to preserve the oxyanion hole. Inter-
soon as the simulation begins, and the separation increasestingly, the positional fluctuations in three of the four
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FIGURE 10 Diagram showing the relative positions of the residues forming the oxyanion hole in the crystal stA)auaceit the final structure from
the NAT simulation B). The distances are from the closest amide hydrogens of&amd Asii* to OG of Sef? All values are in Angstroms. Only
hydrogens attached to heavy polar atoms are shown.
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simulations show greater motion in the backbone for resiprotein backbone could be one of the causes for the ex-
dues 42-45 than the values estimated from the B-valueghange broadening. Even though the backbone of cutinase
Only the ROT simulation had fluctuations of a value similaris mobile at residues 42—45, the oxyanion hole remains
to those from crystallography. The calculated positionalintact.
fluctuations for GIA?* are not significantly different from
those from crystallography. NMR studies of cutinase indi- .

; : . Solvent-accessible surface area
cate that the oxyanion hole is mobile from observed ex-
change broadening of the chemical shifts of “8eand  SASA is a sensitive method for monitoring changes in the
GIn*?* (Prompers et al., 1997). The large fluctuations in thestructure of a protein. Tha/g hydrolyase fold of cutinase
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FIGURE 11 Distance between the closest amide hydrogen df&imd OG of Sef of the oxyanion hole4). (B) The separation between the closest
amide hydrogen of Adtt and OG of Se&i”. Both plots are from the NAT simulation.
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TABLE 1 Average solvent-accessible surface area of cutinase*

Total Side chains Main chain Hydrophilic Hydrophobic
NAT 8786 7511 1275 5023 3763
NAT2 8734 7499 1235 4908 3826
ROT 8989 7646 1343 5030 3959
HE2 8996 7641 1355 5061 3935
Xtal* 8460 7185 1275 4723 3736

*All values are in &.
#Crystal structure of cutinase solved at 1.25 A resolution (1CUS).

is a tight structural motif causing large-scale burial of res-siharmonic modes of cutinase whether the XsiHis*®®
idues, making them inaccessible to solvent (Table 1). Therbydrogen bond is intact or broken. When broken, the second
is only a modest increase ef300 A2 in the total SASA in  lowest mode in cutinase is significantly decreased. There is
the two simulations with the intact catalytic triad relative to an almost 2.5 cm* decrease between the average value
the value for the crystal structure (846()AThe average between the native simulations and the broken hydrogen
SASAs for cutinase calculated from the NAT and NAT2 bond simulations, indicating enhanced motions in the pro-
simulations, 8734 Aand 8786 &, respectively, are in good tein backbone. The largest displacements for this mode are
agreement. When the ASp-His®8 hydrogen bond is bro- centered in loop 26—31 and loop 180-188. There are also
ken, the total SASA for cutinase increases B200 A2  differences in values between a number of higher frequency
(8996 and 8989 Afor HE2 and ROT, respectively) relative modes, depending on whether the catalytic triad is intact.
to the native simulations. In both simulations with the Modes 8—17 are 1-3 ¢ less in cutinase with the broken
nondisrupted catalytic triad, the total SASAs of the main-Asp'’>-His'®® hydrogen bond relative to the native simula-
chain and hydrophobic atoms have almost exactly the sam@dons. The displacements of the CA in cutinase from the
value as calculated from the crystal structure. This indicatetowest frequency mode in the simulations in which the
that the increases in SASA for the native simulations areAsp*’>His'® hydrogen bond was broken are much larger
due to the side chains of hydrophilic residues becominghroughout the protein than when it is intact. Interestingly,
more solvent exposed, which is a favorable situation. Whetthe regions that showed the largest amplitude displacement
the Aspg">His'® hydrogen bond is broken, the SASAs for in the HE2 and ROT simulations differed. In the HE2
the backbone atoms increase 100 A? relative to the simulation, the displacements of loop 26-31 dominate
native simulations and the crystal structure. There is also within cutinase; the amplitude of the fluctuations are greater
change in the average SASA for the hydrophobic atoms ithan 1 A for each CA within this loop. There are also
cutinase: an increase ef150 A2, significant fluctuations in loop 80-88 and in the turn
The majority of the change in SASA of cutinase when theformed by residues 108—-111. In the ROT simulation, large-
Asp'>-His'®® hydrogen bond is broken is located in three
loops. Two loops comprising residues 80—88 and 180-188
are at the active site, and |00p 26-31 is located at tthBLE 2 The 20 lowest frequency modes calculated from

. . ih i d lysis*
opposite end of the protein. Although the values of thedasTharmonic mode analysts

SASAs of the loops are not the same in each simulation, the NAT NAT2 ROT HE2
sum of the SASAs for the three loops is in good agreement.1 4.64 5.02 4.26 4.29
2 9.30 8.02 5.54 6.58
3 10.58 10.94 9.06 10.32
Quasiharmonic mode analysis 4 13.44 12.23 12.50 12.17
5 14.31 13.51 14.52 13.56
To further assess the motion that the backbone of cutinase is 15.43 14.43 15.46 13.96
undergoing, quasiharmonic mode analysis was used to’ 16.94 16.99 16.15 16.91
study the magnitude of the motions and their frequencies® 19.17 19.64 17.80 18.12
(Table 2). The 20 lowest mode frequencies calculated foEg gg'gg gﬁg 1223 ig';i
the CAs from quasiharmonic analysis are in good agreemeny, 23.49 23.17 20.90 20.12
with similar simulations, and the values obtained for thei2 25.19 24.59 21.96 22.76
NAT and NAT2 are in good agreement, as are the values of3 25.45 25.79 23.03 23.71
the ROT and HE2 simulations. The two simulations of 14 26.30 25.96 24.31 24.65
cutinase containing the intact catalytic triad had very similart %'gg gg‘gg 22'23 2223
quasiharmonic modes; the difference in values between thg, 28.72 28.76 2774 2761
20 lowest frequency modes are on the order of Ttrithe 18 29.10 29.68 28.26 29.69
variability in the calculated frequencies-{ cm %) is the 19 29.53 31.08 28.64 30.79
same for the two simulations in which the AdpHis®® 20 30.20 31.59 29.85 30.97

hydrogen bond is broken. There are differences in the qua«ll values are in cm™.
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