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The Standard Deviation in Fluorescence Correlation Spectroscopy
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ABSTRACT The standard deviation (SD) in fluorescence correlation spectroscopy (FCS) has been mostly neglected in
applications. However, the knowledge of the correct SD is necessary for an accurate data evaluation, especially when fitting
theoretical models to experimental data. In this work, an algorithm is presented that considers the essential features of FCS.
It allows prediction of the performance of FCS measurements in various cases, which is important for finding optimal
experimental conditions. The program calculates the SD of the experimental autocorrelation function online. This procedure
leads to improved parameter estimation, compared to currently used theoretical approximations for the SD. Three methods
for the calculation of the SD are presented and compared to earlier analytical solutions (D. E. Koppel. 1974. Phys. Rev. A.
10:1938-1945.), calculation directly from fluorescence intensity values, by averaging several FCS measurements, or by
dividing one measurement into a set of shorter data packages. Although the averaging over several measurements yields
accurate estimates for the SD, the other two methods are considerably less time consuming, can be run online, and yield
comparable results.

INTRODUCTION

Fluorescence correlation spectroscopy (FCS) is a versatiley several authors (Koppel, 1974; Qian, 1990; Kask et al.,
technique for in vivo and in vitro investigations of biomo- 1997; Meseth et al., 1999). In these earlier works, the SD of
lecular interactions. Described for the first time almost threethe ACF for diffusion of particles in a probe volume illu-
decades ago by Magde et al. (1972) it has recently founghinated by a Gaussian laser beam was neither directly
increasing interest as a tool to screen for ligand receptogalculated nor measured. The diffusion of particles across a
interactions both in fundamental research (Rauer et alfgcal volume that can be described by a Gaussian profile
1996; Klingler and Friedrich, 1997; Van Craenenbrqeck andalong all three Cartesian axes gives rise to an ACF that has
Engelborghs, 1999; Wohland et al., 1999) and in drugne form of a hyperbola, but analytical calculations of the
development (Rogers, 1997; Sterrer and Henco, 1997; AUgfriance were done only for exponential functions. Calcu-

et al., 1998; Winkler et al., 1999). FCS is based on th§ying for hyperbolic ACFs were not treated because the
statistical analysis of fluctuations in the fluorescence 'ntenintegrals involved cannot be solved analytically (Koppel

sity detected from a confocal volume. These fluctuatlonslgm)_ Measurements are difficult because the autocorrela-

can be analyzed in terms of autocorrelation function :
. . ors used in FCS are usually hardware correlators and only
(ACFs) whose theoretical shape can be predicted from the. : . i
ive access to the experimental autocorrelation function, but

nature of the underlying molecular process (e.g., transla® : ) . ) i S
tional and rotational diffusion, chemical reactions). ThenOt to the mt_en_sny s!gna_l from which this function is
most important step in FCS is the fitting of the parameters(:a!culated. This intensity signal is necessary for the calcu-
of these theoretical models to the experimental data. How/ation of the SD. Only recently have correlators become
ever, the fitting procedure (usually a nonlinear least-square@vailable that can also record the intensity traces (see.
fit) depends strongly on the weighting of the data pOims,correlator.com Eid et al., 2000). However, no attempts
i.e., on the knowledge of the standard deviation (SD) ofhave yet been made to calculate SDs of the ACFs from these
every point in the experimental ACF. It was noted else-traces.
where that the existing methods to calculate the SD of an In this article, we present simulations of FCS measure-
FCS measurement usually overestimate the errors and leaents that allow a detailed theoretical treatment of the SD
to x2 values well below 1 (Rigler et al., 1993; Meseth et al., for the ACF over delay times ranging from Qu to 50 ms.
1999), although they should converge to 1 for an appropri-These simulations are compared with the formula derived
ate fit (Bevington and Robinson, 1992). by Koppel (1974) for exponential functions. At the same

In previous studies, the statistical accuracy of FCS meatime, we experimentally determined ACFs and calculated
surements has been treated theoretically and experimentaliifeir SDs by directly measuring the intensity signals arising
from a confocal volume. These measurements corroborate
_ . o the results of the simulations: (1) Koppel’'s SD, which was
Received for publication 22 June 2000 and in final form 21 March 2001. . . .

calculated for an exponentially decaying function, can only
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THEORY W,

_ , _ Y= W (4)
In a FCS experiment, the time course of fluctuations of the 1

fluorescence signafF(t) around the average fluorescence 5,4
signal (F) is measured yielding information on molecular
processes or molecular motions. The fluctuations of the I(r, 2)- CEFr, 2) "
fluorescence signal stem from changes either in the number W, = J[I(O 0)- CEFO, 0) . (5)
of fluorescent particles or in the fluorescence yield (number ’ '
of photons per particle and per second) of the particles in thg ) is the intensity distribution in the focus and CER)
open probe volume, which is defined by the focal volume ofig the collection efficiency function describing the effi-
a tightly focused laser beam. To analyze these fluctuationg;iency of fluorescence detection at different locations in the
the ACF of the fluorescence intensity is calculated by gample, and @ indicates that the integral is evaluated over
(FOO)F(7) all three spatial dimensions. It is assumed that the sample
G(T) = =g . (1)  extends considerably beyond the observed confocal volume.
(F(7) Otherwise, the shape of the sample volume would have to
be included in the integral in Eg. 5. The number of particles
present in the confocal volume can be expressed as

The angular bracket§) indicate a time averagé; is the
fluorescence signal as a function of time, anid the delay
time. N=W,-C, (6)

In most FCS experiments, the fluorophores are excited by ) . )
a laser beam with a Gaussian beam profile, and the emitte§fhereC is the particle number concentration. The facfor
fluorescence is observed through a pinhole. Under thes OMmitted in the following equations because it is a propor-
conditions, the probe volume can be approximated by dionality constant that influences only the parameten
Gaussian distribution in all three Cartesian coordinate axed=d- 2 @nd does not alter any conclusions drawn in this work.
further referred to as a GGG profile (Aragon and Pecoralt Should, however, be borne in mind that the numiierow
1976; Rigler et al., 1993). The actual probe volume isrepresents an apparent number of particles, and, for absolute
defined by a Gaussian laser beam (GLB) profile that isconcentration measurements, the facjohas to be in-
Gaussian in the and y-direction and Lorentzian in the cluded. The relation of the actual number of particles in the
zdirection (Eq. 9 and Saleh and Teich, 1991), and by &onfocal volume and the apparent number will be briefly
pinhole that spatially filters the detected intensity, is ~ discussed in the Results and Discussion sections.
defined as the distance from the optical axis agds the If several different fluorescent species are present, the
distance along the optical axis, both at which the lasefnodel of the ACF (Eq. 2) has to be extended. Taking into
intensity has dropped by & (including the filtering effect ~ ccount different quantum yields for the general cas® of
of the pinhole). The parametdt = zyw, describes the COMPOnents, one obtains (Thompson, 1991)

shape of the probe volume, which is determined by the size R a2(N,)Gai(7)
of the laser focus and the pinholéshould not change if the G(7) = ER' 'N?’d'z + G, 7)
size of the focus and the pinhole are kept constant. [ 2.=10:(N3)]

If only one particle species is observed that undergoegq
translational diffusion, the ACF is given by (Aragon and
Pecora, 1976; Thompson, 1991; Rigler et al., 1993) T\ 1+ T\
Osail(7) = {1+ —| |iez— (8)
Tpi K Tpi
v T -1 - 1/2
Gn=x5l1+—-] |1+ +G.. (2) o = QI/Q,, where the fluorescence yie@ of a particle is
N T K ™D )
defined as a product of absorbance, fluorescence quantum
The correlation timer, (sometimes referred to as diffusion efficiency, and experimental fluorescence collection effi-

time) is defined as ciency of theith species, and; is defined according to Eq.
3 with diffusion coefficientd;. ForR = 1, Eq. 7 reduces to
W3 Eq. 2.
D — E . (3)

D is the diffusion coefficientN is the average number of MATERIALS AND METHODS
light-emitting particles diffusing in the focal sample vol- The simulated system
ume.G,, is the limiting value ofG(r) for + — o, which is _ . o . ,
. . . . . In the following, we define the conditions for the computer simulations,
generally, 1.y is a correction factor conS|der|ng the inten- which were as close as possible to the conditions used in the real experi-

sity profile in the focus and is defined according to Thomp-ments described later. To simulate the fluorescence intensity signals arising
son (1991) as from a confocal volume, a certain number of particles were included in a
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sphere of 3um radius (Fig. 1). If not otherwise stated, we used 69 particlesinside the sphere. When a patrticle left the sphere after diffusion, a new
corresponding to a concentration of about 1 nM. Inside the sphere, thearticle was randomly created on the surface of the sphere, thus keeping the
excitation intensity I, Z) was calculated by assuming that a laser beam isnumber concentration inside the sphere constant. Note that the number of
focused by a microscope objective (magnificationxgumerical aper-  particles in the detection volume, which is much smaller than the simulated
ture (NA) = 1.2) yielding a GLB intensity profile (for laser beam intensity sphere, still fluctuates freely. At each time step the fluorescence intensity
profiles see, for instance, Siegman, 1986) of each particle was determined.
For this purpose we calculated the values of #f and CEF(, 2) with
. 2P a finite resolution of 5 nm over the sample space and stored the values in
I(r,2) = awi(1 + (zA/mw3)?) a look-up table. Because of the rotational symmetry of the system around
the optical axis, we calculated the values along the radjar{d axial )
2r? coordinates over a distance ofudn each (600X 600 values). Thus the
cexp — . (9 resolution for the angle is not limited. Compared to the calculation of
W(2)(1 + (Z)\/WW(Z))Z) ( ) every value for every particle at each time step, this procedure did not
change the results at least to the sixth position after the decimal point but
reduced simulation times by 50%.
The fluorescence intensity of the particle depends on the laser intensity

r andz are cylindrical coordinates originating at the center of the sphere
P is the power of the laser beam (1pWV), A is the wavelength of the laser

light (514.5 nm), andw, is the radial _dlstance yvhere the intensity has at the actual position of the particle, on the absorption cross seetigr
dropped by ¢ (261.5 nm). A 50um-diameter pinhole was assumed to , 5. 1-20 m3), and on its fluorescence quantum yietgl € 0.98). These
spatially filter the fluorescence light from the sample; it ensures that onIyChosen values are characteristic for Rho 6G (Hansen et al., 1998; Eggeling
light close to the focal plane is collected. Thex6®bjective yielded a et al., 1998). The laser power was setfto= 100 uW, a value typically
projection of the pinhole to t_he sampl_e space of 79_3.7-_nm'diameter. Usm%sed in FCS measurements. Around this power level the counts per Rho 6G
these values, the CEF, which describes the spatial filtering (_effect of th(?nolecule depend linearly on the excitation intensity (Rigler et al., 1993;
pinhole, was calculated_ for the whole sample space (for details, see QI6\r/\/ohland et al., 1999), excluding dye saturation effects. To prove that this
and Elson, 1.991 and nglt_ar etal, 1993). . holds also for the simulations, the number of photons absorbed per particle

Each particle was considered to perform a random walk |ndependentl¥]ave been calculated. The number of photons per area and per second
from the other particles. The time steps of the simulation were skt to groduced by the laser beam is given by, i/e,.., wheree,,, is the

0.2 us corresponding to the smallest sampling time of the FCS simulation nergy of one photon. The average number of phatgasbsorbed by the
(see next section). The jump distance of a particle during that time step Was olecule with absorption cross sectiog,. during a time ofA, = 0.2 us
determined by a random variable with a Gaussian distribution with cente S t

value 0 and an SB- o, depending on the chosen diffusion coefficiént

o= \/GDAI. (10) Naps = 1(r, Z)/ephot' Taps” At (11)

fs thus given by

The dire_ction of the movement was (_:om_pletely random. At the start OfDepending on the position of the molecule, the range is B, < 11

the simulations, a random, uniform distribution of the particles was Creatquhotons according to Eq. 9. With a lifetime of 3.9 ns (Eggeling et al.,
1998), a Rho 6G molecule could theoretically absorb at least 4-5 times

more photons in the time of 0.2s. We therefore neglect saturation and
T T photobleaching effects in the simulations. Furthermore, we do not take into
/ account possible triplet states of the molecules. In reality, the fluorophore
\ can cross to long-lifetime triplet states, thus reducing the maximum number
of fluorescence cycles the molecule can undergo. To calculate the number

/ of emitted photond\,, of a particle, one has to consider the quantum yield

\/E\ g; of the fluorophoreN, is therefore given by

Ne = Naps® G- (12)

The numbem, of emitted photons that are detected is determined by the
quantum efficiency of the detectgg, by the CEF, and thus by the position
1 of the particle,

\ CA) / Ny = P(k - Ny CEF(T, 2) - ). (13)
AN

/ﬁ\\

/ P() is a random variable following a Poisson distribution with average
" value x. k is a constant that describes the detection efficiency of the
\ / instrument and intensity losses at mirrors and filters. The random variable
T ensures that the detected photon counts follow a Poisson distribution as
predicted for a stationary light source. However, for freely diffusing
FIGURE 1 The simulated system observed along the optical axis. Thearticles as assumed in this work, the actual photon count distribution will
circle defines a 3xm sphere in which diffusion of particles is simulated. be broadened due to their random movement (Mandel and Wolf, 1995;
The different gray areas in the center show the laser intensity weighted bZhen et al., 1999). The count rates per particle can be chosen by adjusting
the collection efficiency function down to the limit where the intensity has the values of I, 2), o,,s and«. With the above-mentioned values and a
dropped to 1 of its maximum value. Particles crossing the focparicle detection efficiency of~1%, the photons detected per particle during a
1) contribute to the intensity signal and thus to the ACF. Particles thatsecond are in the order of 9,G typical value for fuorophores like Rho 6G.
diffuse out of the simulated spherpafticle 2 are replaced by a new The ACF for the intensity signal was calculated in parallel as described in
particle that is randomly created on the border of the sphma#ile 3). the next section.
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Calculation of the autocorrelation function 121-128, 3.2768 ms). The delay time of each channel is the accumu-
lated sampling time of all preceding channels (channel gsOchannel

At the center of the simulations is the correlator architecture proposed 0.2us; . . .channel 17, 3.2s; channel 18, 3.@s; up to channel 128,

by Schiazel (1985, 1991) based on multiple sampling and delay times4g,152 ms). Additional to each channel there is a delayed moNiter

(Fig. 2). This correlator design is used in the ALV 5000 multiple-tau {hat accumulates all counts sampled in that channel. For every group of

hardware correlator (ALV-Laser, Vertriebsgesellschaft m.b.H., Langen,channels with equal sampling time (the first 16 channels and each

Germany), which is installed in many FCS instruments, or in thefollowing group of eight channels), there exists a direct monkty,

correlators from Correlator.cqm (qurelgto'r.com, Bridgewater, N‘])'that accumulates all counts without delay time at a particular sampling
These correlators have a quasi-logarithmic time scale where each chan-

S S N ; me.
nel has an individual sampling time (the bin width) and delay time (the ) . - .
delay from the measurement at time 0). With this quasi-logarithmic For the calculation of the ACF, every channel is multiplied according to

time-scale structure, which will be described below (for details, seeItS de!ay t.|me by a channel at 0 delay time, that .possesses the same
Schdzel, 1991), the sampling time increases with the delay time. ThisSé_lmpl',ng time. For examp!e,‘ channels ?‘“16 (delay times O;fs,&;am-
approach offers the advantage that a wide range of delay times can b(gmg time 0.2us) are multiplied by the intensity signal that is presently
measured with a limited number of correlation channels. For exampleMeasured during 0.2s (delay time 0, sampling time 0,2s). Channels
delay times between 02s and 50 ms can be obtained using only 128 17—24 (delay times 3.2—-60s, sampling time 0.4s) are multiplied by the
channels. For the same range of delay times, a linear correlator woullntensity signal that is presently measured during @s4(delay time O,
require 250,000 channels. In the presently used correlator, channefampling time 0.4us). The results of the multiplication are summed up
1-16 have a sampling time of 0;2s. Each following group of eight over time for the calculation of the ACF. The counts of each channel are
channels has an individual sampling time of twice that of the precedingaccumulated in its delayed monitivt,,, The counts of the sample at delay
group (channels 17-24, Ois; channels 25-32, 08s; up to channels  time 0 with sampling times of 0.zs, 0.4us, etc. are summed up in the

channels 25-32
At, =08 s
delay time: 6.4-12.0 ps

rl I [ I I I [ I [oe>

channels 1-16 channels 17-24
At,=0.2ps At, =04 ps
delay time: 0-3.0 ps delay time: 3.2-6.0 pys
N 0 I N O A A
Gar) =X X
G@ar) =Y x|
G(BAT,) =2 . X @
G(15ac) =3 | X
L1©
G(16AT) =3 [ X |
G(16At,+AT) = 3 | X I ©
G(16At,+7At,) = X} X |

FIGURE 2 Channel architecture of the correlat@y) The fluorescence intensity from the confocal volume is registered with a channel width @$.0.2

After every measurement, three tasks are executed: (1) all channels are shifted to the right, oharijeio(channeh, channel ¢ — 2) to channelrf —

1), ...,channel 1 to channel 2. The new measurement is stored in channel 1. (2) The products (depicted as X) of channel 1 and 2, of channel 1 and 3
etc., are calculated and added (depicted p the correlation functio®(AT,), G(2AT,), G(3AT,), etc., respectively. The value 6{(0) can be calculated

by multiplying channel 1 with itself. (3) The delayed monitor is a register for every channel that sums up all counts that pass through a chanwnel)(not sho
Therefore, after each shift of channels the content of every channel is added to its delayed ni)nZbarn(nels 15 and 16 are summed up and shifted

to channel 17 which now acquires a width of ud. This happens at the end of every channel group. The last two channels wijth @idith (channel

23 and 24) are added to yield channel 25 with @8width and so on.@) Those channels that have a width of larger thanu&Zall channels after channel

16) are now correlated with a channel at 0 delay time of equal length. To achieve this, several channels can be summed up. €harautlaslthe
0-delay-time channel for channels 17-24 (22). The sum of channels 1-4 act as 0-delay-time channel for channels 25-32)0a8d so on. Note that,

for channels 1-16, the correlation is performed after everyu@.Breasurement, but, for channels with a width of @s4 the correlation will be done only

every 0.4us, i.e., after 2 measurements of & and so on.[¥) The 0-delay-time channel with 0@s width is shown. It is used for the correlations of
channels with a width of 0.4s. The direct monitor (not shown) is a register for every group of channels with equal length. In this register, the counts are
stored that pass through the channel at 0 delay time. Therefore, the 0-delay-time channel will be added to the direct monitors after the coargtatign fo

of channels with equal width. For example, the 0-delay-time channel of®&ill be added to the direct monitor for channels 1-16 everyu&2The
0-delay-time channel of 0.4s will be added to the direct monitor for channels 17-24 every8,4tc. All correlation functions and monitors are calculated
according to Egs. 14-16.
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direct monitorM;, of each group of channels with equal sampling time. simulated ACFN can be estimated from the value &(0) (shot noise is
The ACF is then calculated by not considered in the simulations). For the experimental AGB) has to
1 be approximated by the value of the ACF at small delay times (the channel
_ at 0 delay time cannot be used because of shot noise contributions and is
mgl’lﬂzlmn(kATi)n(kATi + mAT) usually not used for fitting)N can then be approximated from this value
, (14) using Eq. 2 and neglecting the proportionality factorThe correlation
Mdir,i ' Mdel,i time 7, was estimated from the experimental/simulated ACF at the time
the ACF has dropped to half its amplitu@0). An initial value ofK can
be estimated by prior calculations using the laser intensity profile (Eq. 9).
1 These procedures give only a rough estimate of the parameters, and they
Myer i = Eﬁ"zmn(kATi) (15) are only approximated within a factor 2—3 of the correct values. Because
M—-m the variations ofoy,,,e are small within the error margins of the fit
parameters, the method is sufficiently accurate for all purposes within one
and iteration step.
1 However, this estimation of the SD is only an approximation of the real
_ M—m SD (Koppel, 1974). This problem can be solved by calculating the SD
Mdir,i M — mEk::L n(kATi)' (16) directly from the intensity signal as proposed in the next section.

Gi(mAT) =

with

Here,mis an integerAr, is the sampling time (channel width) of channel
i, and mAr, is the delay timeM is the number of measurements over a Methods to calculate the standard deviation
period ofAT;, and is given byM = T/AT;, whereT is the total measurement
time. n(kAr;) is the number of photons at tinkd 7;, sampled with a channel ~ Contrary to the analytical formula calculated by Koppel (Eq. 17) we
width of Ar;, andn(kAr, + mAr,) the number of photons at tirmA, later. determined the SD of the ACF by three different methods using directly the
M — mis the number of possible produaikAr)n(kAr + mA7) over ~ measured intensity traces and ACFs.
which the summations extend in Egs. 14-16. The ACF is symmetrically In the first method, we determined the SD by calculating the standard
normalized (Schael et al., 1988; Schiael, 1991) with the direct and error of the mean for each poi@(mAr) of the ACF:
delayed monitor/;, ; andM, ; of corresponding channel i, respectively.

' Y oir(G(mAT))

. . 1 1/2
The standard deviation derived by Koppel Ve (E&A:lng(kATi)nZ(kATi + mAT))
Knowledge of the SD of the ACF is necessary for accurate data analysis 1

(Di Cera, 1992), but its analytical calculation is not possible because it _ (
involves diverging integrals for decaying functions of the form given in Eq. (M - m)2
2. To date, the SD has been calculated most often according to an equation— ( ™M—-m-Mo M )

derived by Eq. 34 in Koppel (1974). Koppel's equation was derived for the v dir,i - T¥del,i

case of exponential ACFs, assuming a high number of particles in the (18)
observation volume, negligible background, uniform illumination, and

sampling times much smaller than the correlation time expected for therpe yse of the standard error of the mean (Davenport and Root, 1958) is
process under investigation. At least the first three conditions are “Sua”}hstified because each value in the ACF is an average over the whole
not fulfilled in typical FCS experiments. Nevertheless, this formula can bey,easurement time, and we are only interested in the deviation of this
used as an approximation replacing the exponential functions by the,erage value from the real value. Strictly speaking, this is only true for
correlation function for diffusion (Rigler et al., 1993; Meseth et al., 1999). hcorrelated signals, i.e., if the produa&Ar)n(kA7, + mAr) are inde-

Because Koppel's formula does not include a normalization factor, Weyendent for different values of the index i. However, it can be used as a first
include a factorn)* to account for the normalization performed by the approximation.

correlator (see previous sectiof)) is the average count rate per correlator In the second method, we calculated the SD by averaging several
channel during the measurement. This analysis leads to the followingjmy|ated/measured normalized ACFs. It should be noted that, according to
expression for theiqppe Of the correlation functiorG(r): Koppel (1974), the FCS signal is the correlation level above the accidental

> > correlation background given ly.., the convergence value of the ACF for
i i (1+ g*(A7))(1 + g*(mAT)) long times, and is thus given by
M N? 1- gi(AT)

G(mAT) — G.. (19)

2 M(KAT)N(KAT, + mAT;))?

0-ﬁoppel( mA 1-i) =

] 1 [2(1 + g(mAT))
+ 2mgz(mA7i) e B S — The SD therefore must be calculated for these values and nG(fak ;).
M N<n> Another problem arising is th&(mAr;) — G,, does not only depend on the
expected error of the ACF but also on the average number of particles in
1 ( g(mATi))] the observation volume. This does not pose a problem for the simulations
malt—x | @79 e . :
<n> N where the number of particles is constant on average, but, in an experiment,
the number of particles can change in time due to absorption processes,
where the variables have the same meanings as in Egs. 1418 isitfte stoichiometry of binding, depletion of particles due to photolysis, unspe-
average number of particles in the observation volume. For the functiortific adsorption to sample containers, or other phenomena. This change of
g(7), we insert the model for simple three-dimensional diffusigg(r) as amplitude does not reflect the uncertainty of the ACF measurement but a
defined in Eq. 8. systematic error inherent in the sample. If this is not taken into account, the
The calculation ofo e NEES initial estimates h), N, K, and 7, SD will be overestimated due to the change in amplitude caused by
before a fit can be performed. For initial estimaeswas calculated from  changes in the number of particles. We therefore define first a normalized
the overall count rate given by the simulation or experiment. For theaverage value for all points of the ACFs,

+
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1 Ge(mATi) - G,., Eq. 22 is a direct result from the fact that the SD decreases with the square
gmAr) =—>t ———— —— (20)  root of the measurement time.
L= G(0) — Gy

Here,L is the number of ACFs averaged, afids their index. The SD is
thus calculated by

oav(MAT)

Calculation of the factor vy

The factory = W,/W,, as defined in Egs. 4 and 5, can be calculated by
numerical integration with the values ofr|(z2) and CEF(, 2) values as
stored in the look-up table. Th&/, then have the form,

I(i - Ar, j - Az) - CERG - Ar, j - A2)]"
Wa = Zw'iZjE 1(0, 0) - CEF0, 0)

1 Gi(mAT) — G ?
_ JHE(é(mie‘ g(mmo) @

The values foG,(0) andG, .. can be estimated by either averaging over the
first (short delay times) and last (long delay times) points of the ACF or by . 2
using the parameter estimations of a fit without data weighting (the method i-Arc-Az. (23)

used in this work). This is possible because the estimated number of . S . )
: ; - .1 andj are the summation indices over the sums in the radjar{d axial
particlesN in the observation volume depends only weakly on the fit

) ; . ) (2) direction, respectively. The integration over the radial angle leads to the
fnc:?tzor?o(r;e;5:;u:f;ﬁnigS:l;i?stlgnaa:g:iglrig};zeXaclgﬁ'i?ﬁh\;as"?o be factor 2. Ar andAz are the distances on the grid (5 nm). The extra factor
rescaled to the real arﬁ litude of the ACF to be evaluated’ iAr is the Jacobian determinant (Grossmann, 1988; Bronstein and Semend-

In the third method F\jve used the same procedure as diescribe d befoi%jew’ 1989) resulting from the transformation of Cartesian coordinates to
(Egs. 20 and 21) but a’ lied it ®subsets of o?]e single measurement with cylindrical coordinates. The summation that replaces the integration in Eq.
as- ’ PP - . ng . 5 takes place over the whole sample volume, i.e., the sphereuoh 3-
measurement timd, i.e., we divided the intensity trace of one single . . S
measurement i subsets of lengtii/S. The ACF was calculated for each radius. Because the CEF and the intensity distribution converge to 0 at the

borders of the sample volume, this is a good approximation to an integra-
subset and for the whole measuremeny, was then calculated for the tion over the wholeps ace up to infinit 9 PP 9
subsetso,, is a valid estimate for the SD of an ACF that was measured P P Y:
for the timeT/S. To obtain the SD for the ACF over the entire measurement

time T, we divide o, by the square root of: The simulations

% (mA ) _ O'AV(mATi) (22) The simulation program was written in the programming language C
Tav Ti \‘/é ’ (MIPSpro Compiler, Version 7.2.1) and ran on an O2 Workstation under
TABLE 1 Two-component fits
7, and 7, Free
System A System B
71 (1s) 7, (Ms) 71 (1s) 7 (us)

Calculated 63.3 5.1 63.3 253.1
1-comp. simulation 58.8 3.9 4.9+ 0.9 58.8+ 3.9 250.0+ 19.8
No weighting 54.8+ 6.7 4.2+ 0.9 72.8+ 13.2 335.0+ 104.8
Weighting

Tkoppel 547+ 6.1 42+0.9 65.7+ 13.7 298.9+ 91.7

o 553+ 55 42+0.8 66.0+ 14.0 295.5+ 95.7

Oav 579+ 6.2 4.4+ 0.9 64.4+ 13.6 282.4+ 81.2

7, Fixed to 58.8us, 7, Free
System A,r, (ms) System Br, (us)

No weighting 4.5+ 0.6 241.7+ 29.1
Weighting

Okoppel 45+0.7 254.1+ 29.0

o 45+0.6 250.5+ 29.0

Oav 45+0.7 250.4+ 30.6

Correlation times,, ) obtained by fitting simulated two-component systems (Syste A= 2.7 X 10*°m?%s, D, = 3.33 X 10" *2 m?%s; System B,

D, = 2.7 X 10 *®m?s, D, = 6.75 X 10 ** m?s). The correlation times under “Calculated” are the values determined by Eq. 3.

The values noted under “1-Comp. simulation” are the correlation times obtained by simulating and evaluating one-component systems. All other rows
represent values from two-component simulations. “No weighting” indicates the results obtained by fitting the simulations with two-compefehtimod
without weighting the data points. The other rows give the correlation times when the data points are weighted eithgpwithyr, or oy . The number

of particlesN was not influenced by the different fit procedures, and iWas 0.169+ 0.012 (mole fraction for slower diffusion particlgs= 0.47 = 0.08)

andN = 0.184 + 0.003 § = 0.42 = 0.13) for System A and System B, respectivédywas fixed to 2.7 for all simulations.

In the upper part of the table, both diffusion times were free parameters in the fit. In the lower, peass fixed to its value obtained by one-component
simulations ¢; = 58.8 us).

All values are obtained by averaging 10 simulations.
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Irix 6.5 (Silicon Graphics, Schlieren, Switzerland). In all simulations, we
used a measurement time 6.7 s (#° intervals of 0.2us). The random
numbers were created by a portable number generator called ranl (Press et
al.,, 1992) that has a period of about> 10° In our simulation, we
calculated 2° steps for 69 particles, and, for every particle, three random
numbers for the movement in space, and one random number for the E
emission and detection processes. Thux69x 22°~ 9.3 X 10° random
numbers were obtained, exceeding the period of the random-number gen-
erator by a factor 5. But each of the 69 particles is observed, on average,
not longer than~8 ms (<4 X 10* steps), that is the time the particle needs,
on average, to traverse the sphere qfr-radius (Eqg. 3). This particle is
then replaced by another one with random coordinates on the border of the
sphere. Thus, individual particles are simulated for much smaller times
than the period of the random-number generator. Furthermore, correlations
should emerge on the time scale of the period exhaustion of the random-
number generator, i.e., at delay times of about 1 s. However, the ACFs are ST S S -3 —
not calculated for such long delay times. 10 10 10 10 10

Press et al. (1992) proposed another random-number generator (ran2) [s]
with a period of about 1%, thus, largely exceeding the number of steps in
our calculations. Simulations can be run as well with this generator but they
increase the computation time by more than 50% and the fit parameters and
X2 values do not change within the margin of error (raN2= 0.177 =
0.003,75, = 57.3* 3.2 us, K = 2.8 = 0.5,G,, = 0.992 + 0.005, 2
(oy7) = 0.76 = 0.18; compare with the Results and Discussion section). —_
Computation times are abbi h for a 1-s simulated measurement using the 5]
random-number generator ranl.

First, a series of tests were run on one-component situations to inves-
tigate how the simulations depend on the concentration, diffusion coeffi-
cient, absorption cross section, and measurement time. Then, two series of
two-component simulations were run. All particles were assumed to have Ob i v v v i
the same photophysical characteristics, but about half the particles (34 of N L AL B A B A B
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69) had a lower diffusion coefficient. Although the fast component always w 0.4 \ AN AA./\ N

had a diffusion coefficient ob, = 2.7 X 10~ m%s, the value oD, was © 0 IENANe

assumed to be 3.38 10 2 m?%/s in system A and 6.7% 10 ** m%s in 0.4 v. .

system B. These systems represent the extreme cases where either the ' 105 10 5 1(; ry 16 3 1(') >

diffusion coefficients are sufficiently different to allow a distinction by
FCS (a factor 81 in system A) or where the difference is close to the
resolution limit of FCS (a factor 4 in system B, (Meseth et al., 1999)). If
not otherwise stated, the count rate wad5 kHz per particle. For every FIGURE 3 (#) One-component simulation with fitted function and re-
investigated system, at least five simulations were performed and averagedidualsD = 2.7 X 10" *°m?s,P = 100uW, A = 514.5 NMop= 2.2 X

Typical ACFs for the one- and two-component cases are depicted in Figl0 2°m?, ¢ = 0.98, simulation time is 6.7 s, 69 particles are simulated in
3. a sphere of 3sm radius (corresponding to a concentration of 1 nM),

50-um diameter pinhole.B) Two-component simulation with fitted func-
tion and residuals. Thirty-four particles with a diffusion coefficienDof=
2.7 X 107 m?%s and 35 particles with = 3.3 X 10" *2 m%s. All other
parameters as imj.

1[s]

Data Analysis

The fitting of the ACFs was done with the Levenberg—Marquardt algorithm
from Mathematica 3.0 (Wolfram Research Inc., Champaign, IL). As a4. by weighting the data points with the SD calculated from several (5-10)
measure for the goodness of the fit, we used yhstatistics. This value ACFs (oay, Egs. 20-21).

measures the difference between the fitted functipg and the experi-

. : -~ . For 2-4,th | i Icul ith th rr nding SD. For
mental datay; at pointsx; weighted byo; as a sum over all data points i, orcases » the value gf is calculated with the corresponding S °

case 1, no value of? is calculated because no SD is defined.
For the real FCS experiments, the same data evaluation schemes were
2 _ v\ 12 ,
X = 2[(y(xi) y')/g'] : (24) used; additionally, fits were run by calculating the SD according to Eq. 22
! by dividing one measurement in several subsets and calculating the SD by
) ) o ) ) averaging over the ACFs of the subset’,). The data were fitted with a
o; is the SD of the experlmental point i. To compgre different fits, the one- or two-component model as appropriate (Fig. 3). For the one-com-
reducedy = x*/(v — p) is calculateds = number of points useg, = free ponent fits, we used Eq. 2 witN, 75, K, andG,, as free parameters. For
parameters in the fit). For an introduction to the calculatiogidnd other the two-component fits, Eq. 7 was used, assuniing 2 andN;, 7, 7o,
statistical parameters, see, e.g., Bevington and Robinson (1992). andG,, as free parameterk; was fixed to 2.7, a value determined from the
Fits were run in four different ways: one-component fits (see Results and Discussion).

1. without weighting the data points,
2. by weighting the data points with the analytical SD of Kopglper FCS Experiments

Eq. 17),
3. by weighting the data points with the SD directly calculated from the Our home-built fluorescence correlation spectrometer, at the Swiss Federal
intensity tracesdr, Eq. 18), and Institute of Technology in Lausanne, was centered around an inverted
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Axiovert 100 TV microscope (Carl Zeiss, Oberkochen, Germany). It con-
sists of a Coherent INNOVA Sabre AdLaser (Coherent, Inc. Santa Clara,
CA) with an output beamwaist of 3 mm. The 514-nm line was used for the
excitation of the fluorophores. The laser beam was expanded to 6 mm by
a Keplerian beam expansion and was then directly reflected by a dichroic
mirror (FT540, Omega, Brattleboro, VT) into the microscope objective
(63x C-Apochromat, NA 1.2, water immersion with coverslip correction
for a thickness between 0.16 and 048, Carl Zeiss). The beam expan-
sion ensured that the back aperture of the microscope objective was fully
illuminated to provide a tightly focused laser beam. The fluorescence
signal of the sample was collected with the same objective and passed a e
band pass filter (565DF72, Omega) to reduce the background signal. A 10 6 10 5 10 4 10 3 10—2
50-um diameter pinhole was installed in an image plane of the microscope [s]

to discriminate against out-of-focus signals. The collected fluorescence

light was then focused onto an avalanche photo diode (SPCM-AQ-161, B

>

a0 AT
Z 100
60 3

0.2 0.4 06 0.8]
1/D * 10° [siem®] ]

G()

O =~ N WA 0O N

EG&G, Vaudreuil, Canada). The electrical signal was fed into a data E 0.30
acquisition board (PCI-MIO-16E-1, National Instruments, Geneva, Swit- 20 L 50'25 ]
zerland), that was programmed to count the arriving photons in time [ ;g-fg
intervals of 5us and stored up to £f such measured channels. 15 0.10 ]

The power of the laser beam entering the microscope was set @00 r 0.05 708580100120

for all experiments. This power level creates reasonably high fluorescence 9 101
signals per Rho 6G molecule, but was still low enough to keep photo- F
bleaching and triplet-state population negligible. The actual power in the
confocal volume was not measured but is lower than 100due to losses

at lenses, beam splitter, and dichroic mirror.

'sim

The sample was deposited in the form of 1@0droplets on a coverslip 6 105 ' 1'04 = 1'03 ] 1'0 R
with a thickness between of 0.15 and 0.17 mm. From FCS measurements 10
of an aqueous solution of Rho 6G (Molecular Probes, Eugene, OR) the [s]

ACF and SD were calculated by the simulation program using the exper-
imental instead of the simulated intensities. Ten measurements were cofRlGURE 4 () One-component simulations for different diffusion coef-
ducted in total. ficients © = 1.2, 2.1, 2.7, 3.3, 4.8, 6.% 10 *° m%s). Simulation time
6.7 s, counts per particle per second is 35 kHz. The diffusion time increases
with decreasing diffusion coefficient. In the inset, the diffusion time is
depicted versus I¥ (Eqg. 3). B) One-component simulations for different
RESULTS AND DISCUSSION concentrations (0.26, 0.51, 0.76, 1.01, 1.51, 2.01 nM) corresponding to
different numbers of simulated particlég;,, in the simulated spherical
volume of 3um radius N, 18, 35, 52, 69, 103, 137§5(7) is the ACF,

; ; ; is the delay timeN is the number of particles in the observation
To confirm that the computer simulations correctly repro-7 'S Y ACE particies n the ¢
P y rep voﬁjme obtained by fitting the ACF. The simulation time is 6.7 s, the

d_uce the features of real FCS measurements, several tec% nts per particle per second are 35 kHz. In the inset, the number of
simulations were performed for one-component systemgpserved particles is depicted versus the number of simulated particles. The
varying the diffusion coefficient, number of particles in the number of particles obtained by the ACF increases linearly with the
sample volume, absorption cross section of the chroconcentration.
mophore, and total measurement time. The results of the
different simulations show that the correlation timg is
inversely proportional to the diffusion coefficiel, as  This is due to the exponential in Eqg. 9, which depends not
predicted by Eqg. 3 (Fig. 4). Equally, the number of only on the radial coordinate but also on the axial coor-
particles fitted by Eqg. 2 depends linearly on the number ofdinate z over the beam waisi(Z). If the exponential de-
particles in the observation volume, as one would expecpended solely on the radial coordinate and w(z) was
(Fig. 4B). The count rates depend linearly on the crossreplaced byw,, the integral could be solved analytically
section of the particles, and the noise in the measuremenielding y = 0.25 (Kask et al., 1997). Nevertheless, when a
decreases with the square root of the measurement tin@nhole of 50 um is assumed, a numerical integration is
(data not shown). possible because points far away from the focus are sup-
The proportionality factory was calculated for a GGG pressed by the characteristic CEF of the pinhole yielding
and for a GLB profile. For the GGG profile, the integration y = 0.2760. The values of the integration did not change
can be performed with or without a pinhole (CEEFf) = 1  when the grid spacing, on which the intensity and CEF
in Eq. 21). A value ofy = 0.3535 was obtained without a values are calculated, were reduced from 5 to 2.5 nm in
pinhole (theoretical value 1/8 ~ 0.3536) andy = 0.3533  andr directions. When the simulation volume was changed
with pinhole. The agreement with theory is excellent, dem-to a 2- or a 6um radius, the value of changed by less than
onstrating that the pinhole actually has little effect on the2% to vy = 0.2815 andy = 0.2707, respectively. This
GGG profile. For the GLB profile, the case is different; here supports the assumption that au& radius sphere is suffi-
an integration cannot be performed because Eq. 5 divergesiently large to include the whole laser profile and does only

Simulations
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minimally influencey. A larger influence ony is the pin- VvV = 0.22 fl and an average number of 0.14 molecules per
hole size (Table 2). Witly = 0.2760, the apparent average nM is calculated. Although the non-Gaussian intensity pro-
number of particles in the confocal volume that are expectedile leads to deviations, the results are in excellent agree-
from the simulations can be calculatedNo= 0.144. ment with the values given above and confirm the more
The geometry factoK can be calculated from Eq. 9 and practical approximation of Rigler et al. (1993).
the CEF. The distance on the optical axis where the intensity To further investigate the influence of the pinhole size on
has dropped by & can be calculated tg, = 1.056um.  the adequacy of Eq. 2 as an approximation, we performed
Taking the CEF into account, the distance on the opticakimulations for different pinhole radij,, ranging between 5
axis where the detected intensity has dropped Is§ dé-  and 250.m (Table 2). The simulations show thgf in-
creases and can be calculatedjo= 0.511um, leading to  creases fory, < 15 wm or ry, > 40 um but shows only
a theoretical value for the geometry factotof= 2.0 W, = small variations in between. Therefore, the approximation
261.5 nm). of the GLB profile by a GGG profile, as assumed in Eq. 2,
For the simulations, we found, on average, the valuegg only valid between 15 and 40m. Forr,, values outside
N = 0.187+ 0.002 anK = 2.7 = 0.6 (10 one-component  of this range 2 increases strongly. This is not only true for
simulations). The discrepancy between the calculation an% but also for the fitted geometry factét, which signifi-

simulations of the number of particles in the observationc‘,inﬂy deviates from the expected value of 2:70.6 for
volumeN is closely related to the difference in the fackor | 15 wm andr,,, = 70 um. The deviation for small
ph = .

. . . h
Eq. 2 that was used to fit the simulated data is a model thaﬁpi)nhole radii is expected because the projection into sample
assumes a GGG profile. This is only an approximation, andspace of a pinhole with a radius of 16.n is just the size

as was ShQWH above, the fac_tprd_epends strongly_ on the  of the laser beamw, = 261.5 nm, magnification 63). For
actual pr(_)flle used. The factaris difficult to determlne for smaller radii, part of the laser profile is cut off by the
an _experlmental setup, but the_ geometry fad{ass more inhole and the model is not correct anymore. For larger
easily a_tccessﬁle}.c Thelref:)re, Rkl)gler etlgla(199_3r)] Tropos;d tginhole radii, the Lorentzian distribution of the laser beam
approximate the focal volume by a cylinder with lengt along the optical axis is no longer influenced by the pinhole,

and radiusw,. The volumeV = 27Kw relates, then, di- . L
. and the difference between the approximation of the focus
rectly to the apparent number of particles measured, and an

independent measurement of the facfors unnecessary. With a Gaussian'profile alon'g the optical axig becomes
For K = 2.7, a volume ofV = 0.30 fl and an average nptlceable. .Experlmentall){, this effect was confirmed for a
number of 0.18 molecules per nM is obtained. Kot 2.0, pinhole radius of 45um (ngler_ etal,, 1993). . .

The two-component simulations are summarized in Table
1. Each of the components was first tested in a one-com-
ponent simulation to determine its diffusion timig and the

TABLE 2 Simulations for varying pinhole radii . . . . .
wing p accuracy of the simulation. The simulations were fitted by

Fon [wm] 75 [ps] X K xXK=27 v weighting witho,; (see discussion below), which gives the
5 14.4 3.99 4542.5 4.65 0.0232 smallest error forry; the values were averaged over 10
10 44.3 1.13 3.2 112 0.0897 simulations. These expected values are a good reference for
15 467 0.89 22 0.92 = 0.1791 tha other tests. It was necessary to fix the fadfoto a
20 52.9 (40.6) 0.89(0.49) 2.1(4.0) 0.96 0.2478 bl lue for all but Simoi imul
o5 58.8(61.2) 0.84(0.54) 2.7 (4.0) 0.84 0.2760 "€asonable value for all but simple one-component simula-
30 70.0 0.76 2.4 0.78 0.2801 tions. In the latter case, the factidrcan be determined with
35 84.1 0.89 22 0.93 0.2754 good accuracy. For more complex systems, the fits are not
40 83.0(89.2) 0.84(0.87) 3.3(5.5) 0.90  0.2681 gengsitive to this factor and, usuallg, tends to diverge and
45 89.9 1.10 28 1.10 0-2599 " influences the other parameters, thus biasing the correlation
50  96.9 1.04 25 105 02515 € other parameters, 9
60 1017 1.87 31 1.87 0.2351 times (and triplet lifetimes if present). The number of par-
70 120.8 2.63 3.3 2.63 0.2200 ticlesN are less influenced b, as can be seen from Eq. 2.
80  116.0 3.00 4.9 3.13 0.2065
150  150.3 8.7 9.0 8.91 0.1472
250  156.0 18.6 766.3 18.82 0.1137

ronis the pinhole radiussy, is the diffusion timey? is the fitted value when Measurements

the geometry factoK is a free parametety is the calculated correction .
factor for the ACF due to the intensity distribution in the focal volume. FCS measurements of an agqueous solution of Rho 6G

The values for are given in the corresponding coluthand )2 (K =  showed a correlation time of 56.6 1.4 us, a geometry
2.7) is the value foxZ when the geometry factdt is fixed to 2.7. For,,, = factorK = 5.8 = 0.8, N = 0.399 = 0.046 particles per
15, 25, and 4%um, experimental values were published elsewhere (Riglerghservation volume. and /Q\Z/ = 0.65* 0.12 (7). The

et al., 1993) and are given for comparison in parentheses. A clear increas _ . . .
of 2 values can be seen fog, < 15 um andr,,, > 40 um. This increase tharacteristics of the different SDs are discussed in the next

shows that the model used (Eq. 2), which is based on a Gaussian intensi§ECtion in the context of the simulations. Results are shown
distribution in three dimension, is no longer valid. in Table 3.
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TABLE 3 Comparison of the different procedures to calculate the standard deviation for simulations and measurements

N T K G. X

Experiments

Oav 0.398+ 0.046 56.5+ 1.4 5.7+ 0.6 1.004=+ 0.001 0.96+ 0.15

o 0.399+ 0.046 56.6+ 1.4 5.8+ 0.8 1.003+ 0.002 0.65+ 0.12

Tkoppel 0.398+ 0.046 56.5+ 1.4 6.1+ 0.9 1.002+ 0.002 0.49+ 0.10

Ty 0.395+ 0.045 55.8+ 1.6 31.5+41.2 0.993+ 0.011 1.21+ 0.54
Simulations

Oav 0.187+ 0.002 58.7+ 4.4 2.7+ 0.6 0.993+ 0.003 1.07+ 0.14

o 0.187+ 0.002 58.8+ 3.9 2.7t 0.6 0.992+ 0.004 0.84+ 0.12

Okoppel 0.187+ 0.002 58.1+ 3.9 2.8+ 0.7 0.991=+ 0.006 0.75+ 0.13

ACFs were calculated for 10 simulations and 10 measurements. The fits to the ACFs were weighted with one of several alternatives, as described in th
text. oy is the SD calculated by statistically evaluating 10 different AGFs,was calculated directly from the intensity traces (Eq. 18), @ag e iS

the estimate of the SD due to Koppel's formula (Eqg. 17). For the measuremgntyas calculated additionally (Eqs. 19-21).

Parameters for the simulatior®:= 2.7 X 10 *°m?s,P = 100uW, A = 514.5 nmo,,= 2.2 X 1072°m?, g, = 0.98, simulation time is 6.7 s, 69 particles

are simulated in a sphere ofi@n radius (corresponding to a concentration of 1 nM), a pinhole witlu&0diameter was assumed, the shortest channel

time was 0.2us, 128 channels were used.

Experimental conditions: Aqueous solution of Rho @B £ 2.8 X 107 *° m?%s, o, = 2.2 X 107 2°m?, ¢, = 0.98),P = 100 uW, A = 514.5 nm, the
measurement time was 10 s, the channel width was, & pinhole with 5Q+m diameter was installed, 78 channels were used. The first channel (correlation

time 0) was left out because of shot noise contributions.

The standard deviations to be investigated, we use this SD only as a comparative

: . standard.
In this work, we calculated the SD of ACFs in different ways In the following, we present a third method to calculate the

and compared the corresponding results to the weII-knowréD_ it requires only a single ECS experiment, i.e., minimal

approximation of Koppel (1974), denoted g (Tables 1 measuring time. During one measurement, this approach cal-

and 3). In a first approach, the SD was obtained directly from
intensity data &) by determining the standard error of the culates not only the ACF for the whole measurement, but also

mean of each point in the ACF (Eg. 18). In FCS experimentsg?:tsh fo[%a r;t::geitnc’f g\ljte)rsetfegfethsit;z Z‘?Ssu{ﬁgrerggf c?;:atlne
this computation is usually not possible, because the commer- Ig I.t dy di gd 9 ted b, B :[h hol
cially available hardware correlators neither calculate the grydicuiated and is cenoted oy, . because the whole mea-
nor do they give access to the intensity data. Furthermore, it %urement 4 times '°’?9€r than that of individual subsets and
not practical to store all the intensity data for later use becaus e SD decreases with the square root of the measurement

of the memory needed. Three hundred million integer valuedMe: it iS now possible to calculaté,y, the SD for the ACF
obtained during a typical experiment with 60-s total measure2 the whole measurement, by dividing the SD of the subsets

ment time at 0.2« sampling rate cannot be stored efficiently, 2Y VL (Eq. 22). It should be ngted that there is a fundamental
especially when usually 10 measurements are taken for evefffference betweer,, and oy Although both SDs are
experiment. Another possibility is to register only the arrival €ventually calculated for an ACF of measurement fime,y
times of photons (Eid et al., 2000) thus decreasing the numbd? c@lculated by averaging sevenal,i) ACFs of measurement
of data points to about #01C° values per second, but still imeT, resulting in a total measurement imengf.T, ando’ay
leaving the very high number of about610°~6 x 10° data 1S calculated for an ACF of measurement tifiie, and is _then
points per 60-s measurement time. Using (Eq. 14) the SD scaled by the factox/L. Thus, the total measurement time for
can be calculated directly from the intensity data during thdhe estimation ot is only T. Becauserjy is determined
correlation with only little changes in the correlator structure. Iffrom fewer data points tham,,,, the error in the estimation of
one stores the sum of the correlation values and their squafByv IS larger than fow,,, althougho’, has, on average, the
value for every channel, the SD can easily be calculated aftéf@me mean value ag,, . This can lead to differences when the
the experiment, resulting in only 256 additional values thatwo SDs are used in the fitting procedure (Table 3).
have to be stored (when 128 channels are used). Thus, the SDThe different SDs for one-component simulations are
can be calculated online together with the ACF. shown in Fig. BA. oyqppe deCreases with increasing delay
In the second method, the SD is calculated by averagingme for the range between 0 and 1 ms and then increases
over several measured ACFs. This approach delivggsa  again for delay times longer than 1 ms. The SBg oy,
measured SD that can serve as a standard for comparisando’, show the same behavior agp,e between 0- and
with the other methods. However, this advantage is partlyl-ms delay times, but remain constant for delay times longer
lost because several ACFs have to be measured, increasititen 1 ms §,,, not shown in Fig. A, has the same
the measurement time considerably. Because this is natharacteristics as,, albeit with higher deviations). The
acceptable, especially when large numbers of samples hawecrease in the SD for long delay times as predicted by
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not the case for our measurements and leads to the observed
deviations. However, it is not clear why these deviations are
larger at long than at short delay times, whete agrees

very well with o,,,. This should be the subject of further
studies because; represents a convenient method to cal-
culate the SD online and needs much less computation
power than in the case of},,, which has to be determined

by averaging several ACFs online.

The measurements show the same characteristics as the
simulations (Fig. ) and support these arguments. The dif-
ference in the shape of the SDs for the simulations and the
experiments are solely due to the different minimal channel

0.01 width. This is reflected byoyoppes Which is a theoretical
. 0.008]. function that does not depend on the actual measurement but
S only on average values (average count rate, diffusion time,
< 0.006 ; ;

S number of particles, and channel width of the correlator).
2 0.004 Because all parameters, with the exception of the channel
0.002 width (0.2 us for the simulations, s for the experiments),

' were virtually unchanged for simulations and experiments, the
0 = 2 3 5 difference in the SDs is caused by the change of the time base
10 10 s 10 10 and not by an artifact of the simulations.

The influence of the background signal on the SD was
FIGURE 5 The different methods to calculate the SD in FGGpper determined by repeating the same one-component simula-
(dashed ling or (solid ling), and o, (pointy of (A) simulated and&) tion five times while adding background signals of 0.2, 0.4,
experimental autocorrelation functions calculated according to the proce9.6, 0.8, and 1.0 kHz, a range typically found in FCS
dyres described in the text and _plotted versus the d_elay time. In th¢neasurements. With increasing background signal, the am-
?lmulated as well as in the experlmental CaSRoppel dewate_s stron_gly. plitude of the ACF decreases, suggesting an apparent in-
rom the expected value,,,, which is calculated by averaging 10 indi- . ;
vidual ACFs.a,, is much closer tar,, but deviates as well for long delay Cr€ase in the number of particles (Koppel, 1974). It can be
times. Parameters for simulations i) @nd experimental conditions iBY ~ observed that, with a higher background signal present, the
are as given in Table 3. difference betweenr; and oyqppe inCreases as well for
short delay times (0.2-1@s, data not shown). This dis-
crepancy is a direct consequence of the fact thal,.
Tkoppel ShoOUld result in an increase in the noise for theseconsiders the background signal only in form of the average
delay channels. But, to our knowledge and experience, thisumber(n) of counts per channel, which slightly decreases
increase has not been observed experimentally. For FCBe value ofay,,e (Koppel's formula is derived for the
measurements in solution, the ACF is smooth at long delagase that the background is negligible). The other SDs, on
times and does not show the fluctuations predicted byhe contrary, are calculated from the intensity traces or the
Tkoppel (Meseth et al., 1999). Actuallygiqppe iS @ good ACFs and are directly influenced by the additional error
approximation for the short time range but fails to predictintroduced by the background signal.
the long time behavior.

A good parameter to judge the reliability of the different
SDs is the value of? (Table 3).x2 should tend toward 1 for
a good fit when the SD is correctly estimated. It is not
surprising that this is actually the case f@x,, and oay;  As discussed in the previous section, the different fits for the
oy IS calculated as an average of several measurementsie-component simulations differ mainly in thgf values
and is thus in accord with the definition of a S&;,, isan  (Table 3). The same fit values were obtaindd= 0.187 =
estimation ofo,,, by averaging over ACFs of shorter mea- 0.002;7, = 58.5+ 4.4 us;K = 2.7+ 0.7;G,, = 0.992+
surement time. It reproduces the average characteristics 6f006) independent of which of the different SDs were used.
oy but with higher uncertainties, as reflected in the higherEven when no data weighting is appliegt (s not defined
spread ofy2 values. Fooyopper the X2 values are typically for this case) only the value of, changes significantly
well below 1 because of the overestimation of the SD for(69.7 = 14.1 us).
long delay times. Fow,1, the values of? are larger than for For the real FCS experiments, which were also evaluated
Tkoppel DUt still below 1. The standard error of the mean isby one-component models, the results are similar. Qgly
only then a correct estimation of the SD if the samples araliffers markedly for the individual cases, whereas the fit
uncorrelated (Davenport and Root, 1958). This is certainlyparameters are the same within the margin of erkbr=

Influence of the different standard deviations on
the fit results
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0.398+ 0.046,7, = 56.4*= 1.4pus,G,, = 1.001= 0.004). based but it might be difficult for hardware correlatoss;
The case is different for the two-component systems (Tablstill overestimates the SD for long delay times but to a much
1). For the first investigated system A, in which the diffu- lesser extent thao e 0y Yields similar results as,y,
sion coefficients of the two components differ by almostbut is only an estimate fos,,, and comprises larger error
two orders of magnitude, the different methods of datamargins for fitted parameters. A further advantagergj
weighting during the fit do not influence the results consid-and o, is that they result iny2 values that converge to 1
erably. All fits using weighted data recover the parametersvhen the fit is correct. Although thgZ test is only one of
for the diffusion timesry, and 7o, quite well with uncer- many possibilities to test the goodness of a fit, it is none-
tainties of about 11% for the faster component and 20% fotheless widely used. It needs a correct estimation of the SD,
the slower component. The parameters and the errors do notherwise the convergence value xgf is not known, and
change even for nonweighted fits. For system B, in whichother tests must be used in parallel.
the diffusion coefficients of the two components differ by
only a factor of 4, two effects can be observed. First, the
error for the fast component increasest20% and, for the CONCLUSIONS
slow component, to 31%. These larger errors are due to thEhe major objective of this work was to show that the
smaller separation between the diffusion coefficients, whicltorrect SD of fluorescence correlation measurements is
are now close to the resolution limit of FCS. Second, thecrucial for accurate data evaluation, and that the currently
average values of the fit parameters converge slowly, dedsed model, derived by Koppel (1974), is an approximation
pending on the weighting method, toward the expectedhat does not fulfill these requirements in many cases. We
value as determined by calculations and one-componenherefore presented a simulation program that takes account
simulations while the errors decrease in absolute value (buif the most important features of FCS. This program was
only marginally in relative value). The best values areused for the study of the SD of autocorrelation functions
obtained byo,,, the worst values by fits without data obtained both by simulations and measurements. Several
weighting. If the diffusion time of the fast component is different methods to calculate the SD were presented and
fixed to its expected value, the data weighting has noccompared with the established approximation of Koppel
influence, and the relative errors in the parameter recoverjoy,,,.). These methods included the calculation of the SD
are the same for all methods, 13-16% in system A andlirectly from intensity traceso{;), by the statistical evalu-
11-12% in system B. ation of several ACFsd,,/), and by the division of one
These examples demonstrate that, as long as the systemnieasurement in several subsets and the subsequent error
sufficiently simple (only one component present, or severakstimation from these subsets}(,).
components are present and the diffusion times differ signifi- It was shown that data weighting is necessary and im-
cantly) all SDs described in this work, including,.., are  proves parameter evaluation in FCS. The presently used
equally good for data weighting and deliver the same paramformula—oy,pper—iS an approximation but does not cor-
eter estimations within the margins of error. The situation isrectly describe the SD for long delay times. The methods
however, different for more complex systems, e.qg., those conpresented in this work describe the SD correctly in all time
posed of several components with diffusion times that are closeanges and yield the same characteristics but differ in some
to the limit to be distinguishable by FCS. respects. Althoughr,, represents the real SD, it needs
Under these conditions, the uncertainty of the estimatedeveral ACFs for its calculation and is thus more time
parameters increases compared to systems that contain papnsuming. Althoughr’,, shows higher errors, it is a good
ticles with clearly different diffusion constants. Further- estimation of the SD and can be calculated from one ACF,
more, the fitted parameters converge to their expected valugliminating the need of several measuremeats.can be
depending on the data-weighting procedure. The parametecslculated for one ACF and shows similar resultegg but
are worst for fits without data weighting and best for overestimates the SD slightly for long delay times.
weighting with oy, . However, independent of the evaluation scheme, the aver-
All presented methods to calculate the SD in FCS experage values of the parameters are recovered quite well within
iments have advantages and disadvantages. The correct $i®2 margins of error but the average value of the parameters
for ACFs is o,y and should be used if possible, but it converges slowly to the expected value from nonweighted fits,
increases the measuring time for a FCS experiment severalhich yields the worst, to,,,, which yields the best estimates.
fold. The conventional approach to U$&qqpe fails to  This convergence can be important, and we expect to find
predict the SD correctly for long delay times; it delivers other more complex systems, e.g., biological systems, where
larger error margins for the fitted parameters than the othemore than one component is present, or diffusion times show
methods when complex systems close to the resolution limibnly small differences, where this increase in accuracy can be
of FCS are investigated. i+ and o, should be calcu- crucial in the decision between two hypotheses. Therefore,
lated, the presently available correlators need to be modidata weighting is important for fitting models to experimental
fied. This is straightforward if the correlators are software-ACFs. Furthermore, thgZ values are close to 1 only fery,,
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and a%,,. This shows not only that these SDs determine thesrossmann, S. 1988. Mathematischer Eimfingskurs fudie Physik. BG

actual SD correctly but it is important for deciding if a model ~Teubner, Stuttgart, Germany.
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