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ABSTRACT We tested the effects of charge-neutralizing mutations of the eight arginine residues in DIVS4 of the rat skeletal
muscle sodium channel (rNaV1.4) on deactivation gating from the open and inactivated states. We hypothesized that
neutralization of outer or central charges would accelerate the I-to-C transition as measured by recovery delay because these
represent a portion of the immobilizable charge. R1Q abbreviated recovery delay as a consequence of reduced charge
content. R4Q increased delay, whereas R5Q abbreviated delay, and charge-substitutions at these residues indicated that
each effect was allosteric. We also hypothesized that neutralization of any residue in DIVS4 would slow the O-to-C transition
with reduction in positive charge. Reduction in charge at R1, and to a lesser extent at R5, slowed open-state deactivation,
while charge neutralizations at R2, R3, R4, R6, and R7 accelerated open-state deactivation. Our findings suggest that arginine
residues in DIVS4 in rNaV1.4 have differing roles in channel closure from open and inactivated states. Furthermore, they
suggest that deactivation in DIVS4 is regulated by charge interaction between the electrical field with the outermost residue,
and by local allosteric interactions imparted by central charges.

INTRODUCTION

Voltage-sensitive Na� channels are responsible for the up-
stroke of the action potential in excitable cells (Hodgkin and
Huxley, 1952; Keynes and Meves, 1993). Depolarization of
the membrane potential promotes a transient increase in
sodium permeability (activation), which is followed by
rapid inactivation (Aldrich et al., 1983). The amino acid
sequence of the sodium channel �-subunit predicts four
homologous domains containing six transmembrane seg-
ments (Noda et al., 1984). The fourth segment (S4) in each
domain contains positively charged residues, and several
lines of experimentation suggest a role for sodium channel
S4 segments as voltage sensors during activation (Stühmer
et al., 1989; Yang and Horn, 1995; Yang et al., 1996; Horn
et al., 2000).

Unlike tetrameric potassium channels with identical
charge content in S4 segments, sodium channel S4 seg-
ments possess unequal charge content. For example, in
skeletal muscle sodium channels, DIVS4 contains charged
residues at each turn of the proposed � helix (Trimmer et al,
1989). Previous studies have revealed that charged residues
within the S4 segments may have domain-specific roles. For
example, outer arginine residues in DIVS4 couple activa-
tion to fast inactivation (Chahine et al., 1994; Chen et al.,
1996; Kontis and Goldin, 1997; Sheets et al., 1999; Horn et
al., 2000) and central arginine and neutral residues in this
voltage sensor play a role in slow inactivation (Mitrovic et
al., 2000).

In sodium channels, a tripeptide IFM motif in the cyto-
plasmic linker between DIII and DIV is an important com-
ponent of fast inactivation (Vassilev et al., 1988; West et al.,
1992; Kellenberger et al., 1996; Horn et al., 2000). Fast
inactivation is accompanied by immobilization of gating
charge (Armstrong and Bezanilla, 1977). Immobilization of
voltage sensors in DIII and DIV limits recovery from fast
inactivation, such that the rate of recovery from fast inac-
tivation is paralleled by recovery of immobilized charge
(Cha et al., 1999; Kühn and Greef, 1999; Sheets et al., 1999,
2000). The outermost arginine residue (R1) and two central
arginine residues (R4 and R5) in DIVS4 compose at least a
portion of immobilizable charge (Ruben et al., 1999; Kühn
and Greef, 1999; Sheets et al., 1999) and may contribute to
a domain-specific role of DIVS4 in fast inactivation.

Inactivated sodium channels must deactivate to become
available for activation, with a voltage-sensitive delay be-
fore recovery from fast inactivation (Kuo and Bean, 1994).
Limited transition through the open state has been described
only in NaV1.6 (Raman and Bean, 2001). In hNaV1.4, the
delay in recovery (here called inactivated-state deactivation)
is abbreviated by neutralization of the outermost charged
residue in DIIIS4 (K1126C) or DIVS4 (R1448C; Ji et al.,
1996; Groome et al., 1999). Reduced charge immobilization
in R1448C (Ruben et al., 1999) may explain the abbrevia-
tion of recovery delay in this mutation, such that charge
immobilization and transmembrane voltage are determi-
nants of the rate of deactivation from the fast-inactivated
state.

Charge neutralizing mutations of central residues R4 and
R5 in DIVS4 affect both charge immobilization and recov-
ery from fast inactivation (Abbruzzese et al., 1998; Kühn
and Greef, 1999; Ruben et al., 1999), as does charge neu-
tralization at R1. These data suggested to us that inactivat-
ed-state deactivation might be regulated by outer and central
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charged residues in DIVS4, with its high proportion of
immobilizable charge.

Sodium channels that are opened by brief depolarization
return to a closed state in response to hyperpolarization,
here called open-state deactivation. The decay of current in
this transition is usually best described by a monoexponen-
tial function (Rayner et al., 1993; Ji et al., 1996, Kontis et
al., 1997; Featherstone et al., 1998), suggesting that a single
S4 translocation to the hyperpolarized-favored position is
functionally sufficient for channel closure. Domain-specific
roles for S4 segments in open-state deactivation are sug-
gested by the results of studies with charge-neutralizing
mutations. For example, the O-to-C transition is accelerated
by neutralizations of charged residues in DIS4 or DIIS4
(Kontis and Goldin, 1997; Groome et al., 1999). However,
the O-to-C transition is slowed by neutralizations of charged
residues in DIIIS4 (Kontis and Goldin, 1997; Groome et al.,
1999) or of the outermost charged residue in DIVS4 (Ji et
al., 1996; Groome et al., 1999), suggesting that deactivation
is limited by charge content in DIII and DIV.

In the present study, we tested the hypotheses that open-
state deactivation (regulated by transmembrane electric
field) is regulated by similar contributions from each of
eight arginine residues in DIVS4, whereas inactivated-state
deactivation (regulated by charge immobilization and elec-
tric field) is regulated primarily by outer and central resi-
dues in this voltage sensor. We find that activation is
affected similarly by each of eight charge-neutralizing mu-
tations in DIVS4. In contrast, fast inactivation and deacti-
vation from either the open or inactivated state are differ-
entially affected by these R/Q mutations. Our results
suggest that translocations of DIVS4 from the open or
inactivated state to a hyperpolarized-favored position are
dependent on the electrostatic or allosteric character of
charged residues in this voltage sensor. Portions of this
work have been reported in abstract form (Groome et al.,
2001).

MATERIALS AND METHODS

Site-directed mutagenesis

Mutations were prepared by site-directed mutagenesis using a PCR overlap
extension method (Ho et al., 1989). R1C was prepared as previously
described (Featherstone et al., 1998). Other PCR fragments were similarly
prepared with appropriate oligonucleotides containing the mutation. R1Q,
R2Q, R3Q, R4Q, R1K, and R4K fragments were cloned into Bst1107I–
SacII sites of rNaV1.4/pGH19. R6Q, R7Q, and R8Q fragments were cloned
into BsrGI sites. Clones were mapped with restriction enzymes to deter-
mine the correct orientation. R5Q and R5K were prepared using a single
round of PCR because the SacII site was contained within the mutant
primer. Fragments were cloned into Bst1017I–SacII sites, and all clones
were verified by sequencing.

Oocyte preparation

In vitro transcription of sodium channel �- and �1-subunits was performed
as previously described (Featherstone et al., 1998). mRNA for �- and

�1-subunits (1:1 vol, �-subunit at 1 �g/�l, �1-subunit at 3 �g/�l) were
co-injected (50 nl/oocyte) into Xenopus laevis oocytes surgically removed
from frogs anesthetized with 0.17% tricaine (3-aminobenzoic acid ethyl
ester, Sigma, St. Louis, MO). Oocytes were separated using 2 mg/ml
collagenase (Sigma) in a solution containing (in mM): NaCl 96, KCl 2,
MgCl2 20, HEPES 5, pH 7.4. Before recording, oocytes were incubated at
18°C for at least 4 days in culture medium containing (in mM): NaCl 96,
KCl 2, MgCl2 1, CaCl2 1.8, HEPES 5, sodium pyruvate 2.5, pH 7.4, with
100 mg/l gentamicin and 3% horse serum (Gibco BRL, Rockville, MD).
Vitelline membranes were removed immediately before recording, follow-
ing a 3-min treatment in a hyperosmotic solution containing (in mM): NaCl
96, KCl 2, MgCl2 20, HEPES 5, mannitol 400, pH 7.4.

Electrophysiology

All recordings were from oocyte membranes using cell-attached macro-
patch techniques (Featherstone et al., 1998). The pipette solution used was
(in mM): NaCl 96, KCl 4, MgCl2 1, CaCl2 1.8, HEPES 5, pH 7.4. The bath
solution used was (in mM): NaCl 9.6, KCl 88, EGTA 11, HEPES 5, pH
7.4. Voltage clamping and data acquisition were done as previously de-
scribed (Featherstone et al., 1998) using an EPC-9 patch-clamp amplifier
(HEKA, Lambrecht, Germany) controlled via Pulse software (HEKA)
running on a Power Macintosh G3. Data were acquired at 5 �s per point
and low-pass filtered at 5 kHz during acquisition. Experimental bath
temperature was maintained at 15 � 0.1°C for all experiments with a
Peltier device and HCC-100A temperature controller (Dagan, Minneapolis,
MN). Oocyte holding potential was �120 mV to �150 mV, and leak
subtraction was automatically performed using a p/4 protocol. Leak and
capacitance subtractions were done upon patch formation and corrected
before each voltage clamp experiment. Analyses and graphing were done
using PulseFit (HEKA) and Igor Pro (Wavemetrics, Lake Oswego, OR).

Conductance/voltage (g(V)) relationships were derived using the
equation:

gNa � Imax/�VM �ENa�

where gNa is sodium conductance, Imax is calculated as the peak test pulse
current, VM is the test pulse voltage, and ENa is the measured sodium
equilibrium potential. Steady-state fast inactivation (h�) was determined by
measuring peak current amplitudes obtained with depolarizing test pulses
to �20 mV following variable-voltage, 500-ms conditioning pulses. Cur-
rent amplitudes were normalized to the maximum peak current amplitude
obtained following a prepulse to �150 mV and plotted as a function of
prepulse voltage. Activation and steady-state fast inactivation (h�) curves
were fit by Boltzmann distributions, as:

�g/gmax� � 1/�1 � exp��zeo�VM � V1/2�/kT��

and

�I/Imax� � 1/�1 � exp��ze0�VM � V1/2�/kT��

where VM is the test pulse or prepulse potential, z is the apparent valence,
e0 is the elementary charge, V1/2 is the midpoint voltage, k is the Boltzmann
constant, and T is the temperature in Kelvin.

Descriptions of open-state deactivation rates, given as time constants
(�D), were derived from the monoexponential decay of tail currents ac-
cording to the function:

I�t� � offset � a1 exp��t/�D�

where I(t) is current amplitude as a function of time, offset is the plateau
amplitude (asymptote), a1 is current amplitude at time � 0, and �D is the
deactivation time constant.

Recovery from fast inactivation was determined using a double pulse
protocol (Kuo and Bean, 1994). From a holding potential of �150 mV, a
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21-ms depolarizing voltage step to 0 mV was used to inactivate channels.
This was followed by a command to voltages that ranged between �190
mV and �90 mV for durations that ranged from 0.05 ms to 5 ms in steps
of 50 �s. For some mutations, interpulse duration was increased to 10 ms
at voltages more depolarized than �130 mV to accurately assess slow
recovery. The interpulse was followed by a 5-ms recovery test pulse to 0
mV. Recovery current amplitudes from 2 to 5 ms were extrapolated to the
time (t) at which current amplitude was zero to determine the delay in onset
to recovery from fast inactivation. Recovery rates were calculated as the
reciprocal of recovery time constants.

All results are reported as mean � SEM. Statistical significance was
determined using Student’s t-test or, in those cases where there was a
statistically significant difference between standard deviations, Welch’s
alternative t-test. Statistical significance of difference was accepted at p
values � 0.05. For recovery and deactivation kinetics, t-tests of mutations
at individual voltages were used to compare differences over the voltage
range tested. Significant differences of mutations for at least three consec-
utive voltages were taken as an indication of a significant difference in
voltage dependence. Statistical comparisons at individual voltages were
also noted where significant differences were not continuous over several
voltages.

RESULTS

Activation

Effects of R/Q mutations in DIVS4 on activation param-
eters were determined from g(V) curves derived (see
Methods) from peak current amplitudes in response to
depolarizing pulses ranging from �90 mV to �60 mV
from a holding potential of �150 mV (Figs. 1 and 2).
Apparent valence was significantly reduced in all 8 R/Q

mutations in DIVS4 from 3.89 in rNaV1.4 (Table 1).
Seven of these mutations produced a significantly depo-
larized shift of the conductance curve as determined from
the midpoint of activation (rNaV1.4 � �45.1 mV), with
effects of R1Q not quite significant (�42.7 mV, p �
0.052). Time to peak activation, measured during depo-
larizing test pulses to �20 mV, was significantly in-
creased in R1Q, R2Q, R3Q, and R6Q compared to
rNaV1.4 at 637.7 �s. Thus, most activation parameters
were similarly affected by reduction in positive charge
with each of the R/Q mutations in DIVS4.

Inactivation

Effects of R/Q mutations in DIVS4 on steady-state fast
inactivation (h�) are summarized in Table 1 and in Fig. 2.
The apparent valence of �4.1 in rNaV1.4 was significantly
decreased in R1Q, R2Q, and R5Q. The midpoint of the h�

curve was significantly left-shifted by R1Q, R2Q, R3Q,
R4Q, and R5Q compared to rNaV1.4 at �90.9 mV, with the
largest hyperpolarizing shift observed for R4Q. R6Q, R7Q,
and R8Q produced a significant right-shift of the midpoint
of the h� curve, with the largest depolarizing shift caused by
R6Q.

Time constants of open-state fast inactivation (�h) were
determined from the decay of sodium currents during step
depolarizations to potentials ranging from �60 mV to �20
mV (Fig. 3). R1Q and R1C dramatically slowed the rate of
fast inactivation compared to rNaV1.4, to an equivalent
extent. With the exception of R7Q, each of the charge
neutralizations in DIVS4 significantly increased �h at 0 mV
(Table 1). The voltage dependence of fast inactivation was
decreased in R1Q and R5Q, and to a lesser extent in
R2–4Q. These findings are consistent with earlier studies
indicating an important role for this voltage sensor in fast
inactivation (Chen et al., 1996; Kühn and Greef, 1999;
Sheets et al., 1999; Horn et al., 2000).

Recovery from the inactivated state

A double-pulse protocol was used to examine the recovery
from fast inactivation in rNaV1.4 and R/Q mutations in
DIVS4 (Fig. 4). Current decayed completely during the first
depolarizing pulse for rNaV1.4 or charge-neutralizing mu-
tations in DIVS4, and we did not observe persistent current
in these experiments. Recovery delays of mutations in
DIVS4 shown in Fig. 5, and recovery rates shown in Fig. 6,
were measured using a monoexponential fit to peak ampli-
tudes of recovering current (see Methods).

Recovery delay was abbreviated, compared to rNaV1.4,
by R1Q, R1C, R5Q, and R6Q (Figs. 4 and 5). Recovery
delay was also abbreviated by R8Q at some voltages. Re-
covery delay was longer than rNaV1.4 in R2Q, R3Q, and
R4Q. At voltages more positive than �110 mV recovery

FIGURE 1 Sodium currents in rNaV1.4 and R/Q substitutions in DIVS4.
Channels were held at �150 mV before step depolarizations of 20-ms
duration over a voltage range from �90 mV to �60 mV; averaged sweeps
are shown for rNaV1.4 and charge-neutralizing mutations. Calibration: 3
ms, 500 pA for R1Q and R2Q; 1 nA for others.

Residue-Specific Effects of Charge Neutralizations in DIVS4 1295

Biophysical Journal 82(3) 1293–1307



FIGURE 2 Conductance/voltage relationships in
rNaV1.4 and R1–4/Q (open symbols, A) or R5–8/Q
(closed symbols, B) mutations in DIVS4. Steady-
state fast inactivation (h�) curves were generated
from experiments in which channels were held for
500-ms prepulses at voltages ranging from �170
mV to �35 mV before a 0 mV depolarizing test
pulse. Activation curves were generated from Bolt-
zmann fits of I/V relationships in experiments, as
shown in Fig. 1. Values represent mean � SEM;
n � 12–30.

TABLE 1 Activation and inactivation parameters of rNav1.4 and charge-neutralizing mutations in DIVS4

Mutation g(V1/2) (mV)
Apparent Valence

of Activation
Time to Peak Activation,

�20 mV (�s)
�h at 0 mV

(ms) h(V1/2) (mV)
Apparent Valence of

Inactivation

rNav1.4 �45.1 � 0.94 3.89 � 0.10 637.7 � 21.5 0.39 � 0.01 �90.9 � 1.1 �4.09 � 0.34
R1Q �42.7 � 0.79 3.27 � 0.04* 863.7 � 34.7* 2.20 � 0.08* �98.7 � 1.7* �2.28 � 0.17*
R2Q �39.5 � 0.70* 3.11 � 0.04* 803.5 � 24.3* 0.72 � 0.02* �107.0 � 1.9* �3.12 � 0.08*
R3Q �37.1 � 0.86* 3.36 � 0.06* 770.5 � 17.6* 0.72 � 0.02* �112.4 � 0.9* �3.88 � 0.16
R4Q �39.3 � 0.72* 3.34 � 0.07* 681.5 � 16.4 0.46 � 0.01* �117.8 � 1.5* �3.38 � 0.08
R5Q �35.1 � 0.70* 2.85 � 0.07* 641.0 � 22.3 0.64 � 0.03* �101.5 � 2.0* �2.74 � 0.04*
R6Q �41.0 � 1.0* 3.52 � 0.11* 686.4 � 10.2* 0.43 � 0.01* �81.9 � 1.8* �4.09 � 0.10
R7Q �40.1 � 0.92* 3.56 � 0.05* 690.6 � 31.2 0.42 � 0.02 �86.5 � 1.9* �4.19 � 0.11
R8Q �36.9 � 1.4* 3.10 � 0.07* 635.6 � 28.6 0.43 � 0.02* �84.6 � 1.7* �3.81 � 0.10

*Significant difference compared with rNav1.4 at p � 0.05.
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was not sufficient after 10 ms to allow a reasonable estimate
of recovery delay in R4Q, and delay was not determined at
�90 mV in R3Q for the same reason. Recovery rate was, to
some extent, predictable from delay measurements such that
abbreviated delay correlated with more rapid recovery from
fast inactivation, and prolonged delay correlated with
slower recovery. Thus, recovery was significantly faster
than rNaV1.4 in R1Q, R1C, R5Q, R6Q, and R8Q, whereas
recovery was significantly slower than rNaV1.4 in R2Q,
R3Q, and R4Q (Figs. 4 and 6).

Open-state deactivation

Channels were opened by steps to 0 mV or 50 mV for
durations of 0.25 ms or 0.5 ms, and tail currents were
elicited by command hyperpolarizations to voltages ranging
from �140 mV to �50 mV. To determine the voltage range
over which tail current decay represented deactivation, as
opposed to fast inactivation, we used the rNaV1.4
IFM1303QQQ mutation (IFM/QQQ, Featherstone et al.,
1998). Command voltages more negative than �60 mV

FIGURE 3 Effects of charge neutralizations in
DIVS4 on the kinetics of fast inactivation. �h values
were calculated from the monoexponential decay of
current during step depolarizations to potentials
ranging from �60 mV to �20 mV, from a holding
potential of �150 mV. R1–4/Q mutations are indi-
cated by open symbols (A), and R5–8/Q mutations
are indicated by closed symbols (B). The dotted line
is included with rNaV1.4 for clarity. Values repre-
sent mean � SEM; n � 13–30.
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elicited a complete decay of tail currents with this mutation
(Fig. 7 C). We therefore measured open-state deactivation at
voltages from �140 mV to �70 mV. IFM/QQQ increased
�D compared to rNaV1.4 over the full voltage range tested.
�D was increased in rNaV1.4 or IFM/QQQ when more
positive or longer depolarizations were used to open chan-
nels (Fig. 7, B and D). The effect of conditioning pulse
potential and duration on �D was decreased when less neg-
ative commands were used to elicit tail currents in rNaV1.4,
but was voltage-independent in IFM/QQQ. These findings
suggest that the structures that control fast inactivation may
have contributed to the decay of tail currents when longer or
more positive depolarizations were used to open channels.

We used 0 mV, 0.25-ms depolarizations to open channels
followed by commands from �140 mV to �70 mV to

measure open-state deactivation in charge neutralizing mu-
tations in DIVS4. Voltage-dependent effects on �D of
charge-neutralizing mutations are shown for R1–R4 in Fig.
8, and for R5–R8 in Fig. 9. Open-state deactivation was
slowed in R1Q and R1C (Fig. 8). In contrast, R2Q and R3Q
accelerated deactivation, and R4Q accelerated deactivation
at �130 mV, �110 mV, and �100 mV. Deactivation was
slowed by R5Q compared to rNaV1.4 at �80 mV and �70
mV (Fig. 9). Deactivation was accelerated by R6Q and
R7Q, and was unaffected by R8Q.

For each of the R/Q mutations in DIVS4, we compared
the effect of longer duration or more positive depolariza-
tions used to open channels on tail currents elicited with
hyperpolarizing commands. To do this, we compared �D

from protocols in which a 50-mV, 0.5-ms depolarizing
pulse was used to open channels, to �D obtained with a
0-mV, 0.25-ms protocol. For each macropatch we calcu-
lated the ratio of �D following a 50-mV, 0.5-ms protocol to
�D following a 0-mV, 0.25-ms protocol (Fig. 10).

For most mutations, the �D ratio showed little voltage
dependence at command voltages from �140 mV to �110
mV. At command potentials less negative than �110 mV,
the �D ratios for rNaV1.4 and mutations of charged residues
in DIVS4 were voltage-dependent, whereas the ratios for
IFM/QQQ were voltage-independent. The �D ratios in IFM/
QQQ were consistently higher compared to rNaV1.4 (Fig.
10 A).

Charge-neutralizing mutations in DIVS4 differentially
affected �D ratio. R1Q and R1C decreased �D ratios at
voltages up to �90 mV (Fig. 10 B). �D ratios for R2–3Q
were similar to rNaV1.4 at most voltages. For central resi-
dues, R4Q slightly decreased �D ratios at hyperpolarized
voltages (Fig. 10 B) while R5Q slightly increased �D ratios
at depolarized voltages (Fig. 10 C). �D ratios for R6–7Q
were greater than rNaV1.4 at most voltages. R8Q, like R4Q,
decreased the �D ratio at hyperpolarized voltages.

Effects of charge-substituting mutations in DIVS4

We observed that both open-state and inactivated-state de-
activation kinetics were differentially affected by R/Q sub-
stitutions in DIVS4. Thus, R1Q produced the greatest effect
on open-state deactivation, whereas R4Q and R5Q most
dramatically altered inactivated-state deactivation. We
questioned whether effects on deactivation were a conse-
quence of reduction in charge or alteration in structure, and
explored this issue by comparing the effects on deactivation
of R/Q and R/K mutations at R1, R4, and R5.

Charge substitution of the outermost arginine (R1K) min-
imized or reversed the abbreviation of recovery delay pro-
duced by R1Q (Fig. 11 A). Although recovery delay was
significantly longer in R1K than rNaV1.4 at several volt-
ages, recovery delay in R1Q was significantly shorter than
R1K at all voltages tested. Recovery rate in R1Q was

FIGURE 4 Double-pulse protocol used to measure recovery delay and
rate in rNaV1.4 and charge-neutralizing mutations DIVS4. For each trace,
every 10th sweep of the 21-ms, 0-mV depolarizing pulse used to inactivate
channels and the second 5-ms, 0-mV depolarizing pulse used to assess
recovery are shown. Calibration: 5 ms, 300 pA for R4Q, R5Q; 1 nA for
others.
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increased compared to rNaV1.4, while recovery rate in R1K
was statistically similar to rNaV1.4 (Fig. 11 B).

Charge substitution at central residues (R4K or R5K)
significantly abbreviated delay compared to rNaV1.4 at all
voltages tested (Fig. 11 A). Thus, R4K abbreviated delay in
contrast to the effect of R4Q, whereas R5K abbreviated
delay to an extent equivalent to that produced by R5Q.
Charge substitution at R4 and R5 produced effects on rate
predictable from delay measurements, such that recovery
rates were faster in R4K and in R5K than rNaV1.4 (Fig. 11

B). These findings suggest that reduction in charge ac-
counted for abbreviated delay in R1Q, whereas allosteric
effects accounted for increased delay (R4Q) and for abbre-
viated delay (R5Q) for mutations at central residues.

Open-state deactivation in R1K was prolonged compared
to rNaV1.4 at more depolarized commands, but to a lesser
extent than that observed for R1Q (Fig. 12 A). R4K slowed
open-state deactivation at depolarized commands, in con-
trast to the effects of R4Q (Fig. 12 B). The slight effect of
R5Q to increase �D compared to rNaV1.4 was reversed in

FIGURE 5 Voltage dependence of delay in
the onset to recovery from fast inactivation in
rNaV1.4 and R/Q mutations in DIVS4 as calcu-
lated from the x-intercept of a monoexponential
fit of recovery current. R1C and R1–4/Q muta-
tions are indicated by open symbols (A), and
R5–8/Q mutations are indicated by closed sym-
bols (B). The dotted line is included with
rNaV1.4 for clarity. Values represent mean �
SEM; n � 12–24.
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R5K (Fig. 12 C). These findings suggest that reductions in
charge at R1 and R5 were at least in part responsible for
slower open-state deactivation in R1Q and R5Q.

DISCUSSION

The putative voltage sensors in sodium channels possess
unequal charge content, suggesting that S4 segments may
play distinct roles in channel gating. Mutagenesis and ac-
cessibility studies have shown that DIVS4 is an important
component of the coupling between activation and fast
inactivation. In addition, immobilization of charge in DIII
and DIV with fast inactivation may limit the return of these
voltage sensors in response to hyperpolarization, and thus
regulate the I-to-C transition. Gating current measurements
have shown that outer and central arginines in DIVS4

compose a portion of the immobilizable charge. These find-
ings motivated our present hypothesis that specific charged
residues in DIVS4 regulate deactivation from the inacti-
vated state.

It has also been demonstrated that brief depolarizations
are followed, upon hyperpolarization, by tail currents
with voltage-dependent monoexponential kinetics. This
implies that the O-to-C transition is a one-step process.
The most parsimonious explanation for the voltage de-
pendence of this process is that open-state deactivation is
accomplished by the translocation of a single voltage
sensor to its hyperpolarized favored position. DIVS4 has
the highest charge content in any of the four domains.
Thus, we focused one aspect of this study on the contribu-
tion of each of the charged residues in DIVS4 to open-state
deactivation.

FIGURE 6 Fast inactivation recovery
rates measured from the recovery curve.
R1C and R1–4/Q mutations are indicated by
open symbols (A), and R5–8/Q mutations
are indicated by closed symbols (B). The
dotted line is included with rNaV1.4 for clar-
ity. Values represent mean � SEM; n �
12–24.
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Fast inactivation is disrupted by R/Q substitution
at specific residues in DIVS4

We found that most charge neutralizations in DIVS4 slowed
entry into the fast-inactivated state. Charge neutralizations
in DIVS4 have been used to assess the role in inactivation
of the first residue in rNaV1.4 or hNaV1.4 (Chahine et al.,
1994), the first and third residues in hNaV1.5 (Chen et al.,
1996), the second and third residues in rat brain IIA (Kontis
and Goldin, 1997), or the two central residues in rNaV1.2
(Kühn and Greef, 1999). Our results are generally very
consistent with these studies, with a few minor differences.
First, we observed in rNaV1.4 that R3Q increased �h to an
extent similar to that observed for R2Q, unlike in hNaV1.5
(Chen et al., 1996). Second, we found that R4Q in rNaV1.4
exhibited slightly steeper voltage dependence for �h than in
rat brain IIA (Kontis and Goldin, 1997) and that fast inac-
tivation was slowed by this mutation at voltages more
positive than �40 mV. Our findings that charge neutraliza-
tions at R1–3 in DIVS4 slowed activation and entry into the
fast-inactivated state are consistent with studies suggesting
a role for these residues in the coupling of activation with

fast inactivation (Chahine et al., 1994; Chen et al., 1996;
Kontis and Goldin, 1997; Sheets et al., 1999; Horn et al.,
2000).

Recovery from fast inactivation is regulated by
the I-to-C transition

Sodium channels that enter the fast-inactivated state recover
by deactivating (Kuo and Bean, 1994). We found that
recovery rates for R/Q mutations in DIVS4 were predictable
from recovery delay measurements. Neutralization of cen-
tral charges in DIVS4 reduce charge immobilization and
accelerate recovery (Kühn and Greef, 1999). These findings
suggest that the I-to-C transition in DIVS4 regulates the
recovery from fast inactivation.

The h� curve was hyperpolarized for R1–5/Q compared
to rNaV1.4. Because we tested recovery over a voltage
range from �190 mV to �90 mV, these mutations could
possibly inactivate from the closed state at more depolarized
interpulse voltages in the recovery protocol, an effect that
would slow the rate at which channels become available.

FIGURE 7 Voltage dependence of �D in rNaV1.4 and IFM/QQQ. Tail currents are shown for rNaV1.4 (A) and for IFM/QQQ (C) for the 0-mV, 0.25-ms
protocol (top record) or the 50-mV, 0.5-ms protocol (bottom record) used to open channels. Voltage dependence of �D in rNaV1.4 (B, n � 32) and in
IFM/QQQ (D, n � 17) for each of four tail current protocols used; values represent mean � SEM.
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For example, we found that R2Q, R3Q, and R4Q produced
progressively larger hyperpolarizing shifts in the h� curve
correlated with progressively longer recovery delays. One
possible interpretation of longer recovery delay in R2–4/Q
is that closed state inactivation occurs during recovery in-
terpulses and slows the rate at which channels become
available. However, recovery delay was slowed by R2–4/Q
compared to rNaV1.4 at voltages as negative as �190 mV,
while effects of R2–4/Q on the h� curve were similar to
rNaV1.4 at voltages of �140 mV or more negative. In
addition, whereas R1Q and R5Q also hyperpolarized the h�

curve, both of these mutations abbreviated recovery delay.
Thus, the effects of R/Q substitutions in DIVS4 on recovery
delay are due to effects on the I-to-C transition, at least at
more hyperpolarized voltages.

Deactivation in DIVS4 is not coupled to sodium
channel activation

Our data suggest that differential effects of charge neutraliza-
tions in DIVS4 on deactivation from the open or inactivated
state are independent from a coupling of activation to fast
inactivation. We found that each of the R/Q mutations in

DIVS4 produced a positive shift in g(V1/2), decreased the
apparent valence of activation, and/or increased the time to
peak activation. These data are consistent with the findings
from studies of other sodium channel isoforms in which glu-
tamine was substituted for arginine residues in DIVS4 (Stüh-
mer et al., 1989; Chen et al., 1996; Kontis and Goldin, 1997).
We found that effects of R/Q mutations on the rate of activa-
tion were not always correlated with effects on deactivation
kinetics. On one hand, R1Q slowed both activation and open-
state deactivation. On the other hand, R2Q, R3Q, and R6Q
each slowed activation while accelerating open-state deactiva-
tion. In these mutations, R1Q and R6Q abbreviated inactivat-
ed-state deactivation, whereas R2Q and R3Q slowed inactivat-
ed-state deactivation. Thus, although outer charges in DIVS4
have been previously demonstrated to couple activation with
fast inactivation, effects of R/Q mutations in DIVS4 on acti-
vation parameters do not predict the effects of these mutations
on deactivation from either the open or inactivated state.

Role for R1 in recovery from fast inactivation

We found that R1Q decreased the delay in the onset to
recovery from fast inactivation, and increased the rate of

FIGURE 8 Voltage dependence of open state deactivation in rNaV1.4, R1C and R1–4/Q (A--D) with command hyperpolarizations following a
depolarization to 0 mV for 0.25 ms to open channels. Values represent mean � SEM; n � 31–56.
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recovery from fast inactivation. By contrast, charge substi-
tution with R1K altered neither recovery delay nor rate.
Similar effects on recovery have been noted with charge
neutralizing mutations at this position in rNaV1.4 and in
hNaV1.4 (Ji et al., 1996; Groome et al., 1999, 2000). Charge
neutralizations at R1 in hNaV1.4 or hNaV1.5 are associated
with a reduction in gating charge immobilization during fast
inactivation (Cha et al., 1999; Sheets et al., 1999; Ruben et
al., 1999). These findings suggest that neutralization of the
outermost charge in DIVS4 accelerates the I-to-C transition
as a result of a reduction in gating charge immobilization.
Effects of charge neutralizations at R1 are consistent with a
model for deactivation from the inactivated state in which
voltage-dependent S4 translocation precedes a voltage-in-
dependent unbinding of the inactivation particle (Kuo and
Bean, 1994; Kuo and Liao, 2000).

Role for central charges in recovery from
fast inactivation

We found that recovery from fast inactivation was af-
fected by other R/Q mutations of DIVS4 in a manner
dependent upon the position relative to the center of the

voltage sensor. For example, R5Q and R6Q decreased
delay and accelerated recovery, with the magnitude of the
effect on delay as R5Q � R6Q. The effect of R5Q to
abbreviate recovery delay is consistent with the finding
that neutralization of this residue decreases gating charge
immobilization (Ruben et al., 1999). In contrast, neutral-
ization of residues R2 to R4 on the N terminal side of
center increased delay and slowed recovery, with an
effect on delay as R4Q � R3Q � R2Q. Kühn and Greef
(1999) found that the effect of R4H in rNaV1.2 to slow
recovery was a consequence of a slower return of immo-
bilizable charge. Our finding that R4Q slowed recovery
and increased recovery delay might be explained by a
similar effect of this mutation.

In contrast to the effects of charge substitution at R1, we
found that R4K and R5K produced effects on recovery
delay and rate that were not similar to rNaV1.4. Therefore,
the contributions of individual residues during S4 translo-
cation in the I-to-C transition may depend not only on
charge content, but also on structural interactions of these
arginine residues with amino acids in neighboring seg-
ments. Studies by Kontis and Goldin (1997) and Kontis et
al. (1997) comparing charge neutralizing and charge substi-

FIGURE 9 Voltage dependence of open-state deactivation in rNaV1.4 and in R5–8/Q (A--D) with command hyperpolarizations following a depolar-
ization to 0 mV for 0.25 ms to open channels. Values represent mean � SEM; n � 29–48.

Residue-Specific Effects of Charge Neutralizations in DIVS4 1303

Biophysical Journal 82(3) 1293–1307



tuting mutations of S4 segments in each of the four domains
in rNaV1.2 also suggest that structural interactions play a
role in voltage sensor translocations.

The molecular basis for the allosteric effects of R/Q
mutations in DIVS4 is uncertain without any detailed struc-
tural data about this region of the channel. Nonetheless,
local structural interactions may be important determinants
in the regulation of fast inactivation by DIVS4. For exam-
ple, results from a study by Ji et al. (1996) suggest that
DIVS3 and DIVS4 interact to regulate entry into and recov-
ery from fast inactivation. In addition, Kühn and Greef
(1999) postulated that negative countercharges could inter-
act with the central arginine residues of DIVS4 to regulate
the movement of the voltage sensor during inactivation and
recovery, in a mechanism similar to the electrostatic inter-
action of residues in S2 and S4 segments of Shaker potas-
sium channels (Papazian et al., 1995). Our data support a
model in which an altered structure of the arginine moiety at
either R4 or R5 disrupts the interaction of the charged
residue with the local environment to impede (R4Q) or
facilitate (R4K, R5Q, R5K) the movement of the voltage
sensor into its hyperpolarized favored position during the
I-to-C transition.

Role of fast inactivation in tail current decay

We used the IFM/QQQ mutation to determine the voltage
range over which tail currents represent deactivation (Feath-
erstone et al., 1998). Tail currents that decay completely in
the absence of the IFM motif should represent deactivation,
which we found to occur over a voltage range from �140
mV to �70 mV. We found that tail currents were slowed in
IFM/QQQ compared to rNaV1.4 over this voltage range.
We also found that the �D ratio was voltage-dependent in
rNaV1.4, but not in IFM/QQQ. Our finding that removal of
fast inactivation with mutagenesis-increased �D is similar to
the finding by Cota and Armstrong (1989) that �D increased
following enzymatic removal of fast inactivation. These
authors interpreted the difference in �D (before and after
exposure to papain) to represent the current decay due to
fast inactivation. Although it has been shown that enzymatic
removal of fast inactivation is not equivalent to removal of
fast inactivation with mutagenesis of the IFM motif (Sheets
et al. 2000), conclusions regarding the effects of charge-
neutralizing mutations in DIVS4 on open-state deactivation
must consider the relative effects of these mutations on fast
inactivation and �D ratio.

If effects of mutations on deactivation were directly de-
pendent on changes in fast inactivation, one would expect
that rates of fast inactivation correlate to the rate of deacti-
vation. Neutralizations at R1 do not follow this prediction.
We found that while R1C and R1Q each slowed tail cur-
rents, effects of R1C were much greater. In contrast, each of
these mutations produced identical effects on �h at 0 mV
(R1Q � 2.1 � 0.09 ms, R1C � 2.2 � 0.08 ms). In addition,
effects of R1C and R1Q on �D ratio were indistinguishable,
and were less than rNaV1.4 at voltages up to �80 mV. The
differential effects of R1C and R1Q on tail current decay,

FIGURE 10 Voltage dependence of the effect of pulse duration and
voltage on �D for rNaV1.4, IFM/QQQ, and charge-neutralizing mutations
in DIVS4. Magnitude of the effect was calculated as the ratio of �D for tail
currents using the 50-mV depolarization, 0.5-ms protocol compared to �D

for tail currents using the 0-mV depolarization, 0.25-ms protocol. Com-
parisons of �D for rNaV1.4 to �D for IFM/QQQ (A), R1C and R1-R4/Q
(open symbols, B), and R5-R8/Q (closed symbols, C) are shown. In (B) and
(C) a dotted line is included with rNaV1.4 for clarity. Values represent
mean; n � 29–56.
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but identical effects on �h and �D ratio, suggest that slowing
of tail currents with neutralization at R1 is due, at least in
part, to a slowing of open-state deactivation. Neutralization
at one of the central residues (R5Q) also increased �D and
�h. The �D ratio for R5Q at depolarized commands was
higher than rNaV1.4. Thus, slowed fast-inactivation may
have contributed to the effect of R5Q to prolong tail cur-
rents following short depolarizations.

Charge neutralizations at several residues in DIVS4 ac-
celerated deactivation, in contrast to their effects on fast
inactivation. For example, R2Q, R3Q, and R6Q slowed the
rate of fast inactivation, but accelerated deactivation. R6Q
and R7Q increased �D ratio compared to rNaV1.4. If fast

inactivation contributes to tail current decay in these muta-
tions, the magnitude of the effects of these mutations to
accelerate deactivation from the open state may be under-
estimated from tail current measurements. Taken together,
these findings indicate that charge neutralizations in DIVS4
have differential effects on deactivation from the open state.

Role of R1 in open-state deactivation

Open-state deactivation kinetics are slowed by mutations of
R1 in DIVS4 in the paramyotonia congenita mutations
R1448C, R1448P, and R1448S (Ji et al., 1996; Bendahhou

FIGURE 11 Comparison of charge neutralizing
and charge substituting mutations at positions R1,
R4 and R5 for recovery delay (A) or rate (B). In each
graph a dotted line is included with rNaV1.4, for
clarity. Values represent mean � SEM; n � 8–16
for charge-substituting mutations.
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et al., 1999; Groome et al., 1999). Open-state deactivation is
also slowed by charge neutralizations of the analogous
residue in rNaV1.4 (Featherstone et al., 1998; Groome et al.,
2000). We compared the effects of charge-neutralizing
(R1Q) and substituting (R1K) mutations at position R1 in

rNaV1.4. Deactivation was prolonged in R1Q to a greater
extent than in R1K, suggesting that this residue influences
deactivation gating with interaction of positive charge with
the transmembrane electric field. In addition, the finding
that substitution of cysteine for arginine at R1 prolonged tail
currents to a greater extent than observed with glutamine
substitution suggests that structural interactions of R1 with
neighboring residues also influences the deactivation gating
transition. This interpretation is consistent with the finding
that several charge-neutralizing mutations at this residue
associated with paramyotonia congenita differentially affect
the O-to-C transition (Chahine et al., 1994; Featherstone et
al., 1998).

Role of central charges in
open-state deactivation

Neutralization of charge at R4 or R5 produced lesser effects
on open-state deactivation than did R1Q. We found that
R4Q accelerated deactivation, with charge substitution
(R4K) resulting in a reversal of the deactivation profile.
Thus, charge neutralization at R4 has a minor effect on
open-state deactivation via an allosteric effect. R5Q slightly
slowed open-state deactivation, with charge substitution
(R5K) resulting in a deactivation profile more closely re-
sembling rNaV1.4. R5, like R1, may interact with the elec-
trical field during open-state deactivation. However, the
effect of R5Q to slow fast inactivation appears to account in
part for the effect of this mutation to prolong tail current
decay.

Open-state deactivation:
domain-specific regulation

We have previously shown that neutralization of the outer-
most charge in DIII or DIV in hSkM1 slows deactivation,
while neutralization of DI accelerates deactivation (Groome
et al., 1999). These findings, and the observation that charge
neutralizations in DIII and DIV cooperatively slow deacti-
vation, motivated the present study to investigate each ar-
ginine residue in DIVS4. We found that open-state deacti-
vation is regulated primarily by positive charge associated
with the outermost arginine. Therefore, if DIVS4 is the first
of the four voltage sensors to move during, and thus regu-
late, open-state deactivation, this movement is initiated pri-
marily as a consequence of the charge associated with the
outermost arginine. Kontis and Goldin (1997) found that
neutralization of the second or fourth charged residue in DI
and DII of rNaV1.2 accelerated deactivation, neutralization
at the fourth charged residue slowed deactivation in DIII,
and neutralization at either the second or fourth charged
residue in DIV was without effect. Taken together, these
studies indicate that a limited number of arginine residues
regulate sodium channel open-state deactivation.

FIGURE 12 Comparison of charge neutralizing and charge substituting
mutations at positions R1 (A), R4 (B), and R5 (C) for open-state deacti-
vation using 0-mV, 0.25-ms depolarizations to open channels, followed by
command hyperpolarizations. In each graph a dotted line is used to denote
�D for rNaV1.4, for clarity. Values represent mean � SEM; n � 16–40 for
charge-substituting mutations.
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