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"fDO I HAVE TO BE GOOD ALL DAY?"
THE TIMING OF DELAYED REINFORCEMENT

AS A FACTOR IN GENERALIZATION
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Delayed reinforcement, sometimes delivered just after the setting in which the critical
behavior had occurred (Early), and sometimes delivered only after several further set-
tings had been encountered (Late), was used to improve a variety of behaviors in seven
preschool children, and to control their generalization. Performance of those behaviors
was measured in two classroom settings: the Contingent setting, within which perfor-
mance of the specified behavior determined the later (Early or Late) reinforcement,
and the Generalization setting, in which there were no experimental contingencies, im-
mediate or delayed, for the performance of the same behavior. Performances by all
children in the Contingent setting were controlled by delayed reinforcement, whether
Early or Late. All children showed consistent generalization from the Contingent setting
to the Generalization setting during the Late condition, when reinforcement was de-
livered at the end of the school day. Generalization did not occur during the Early
condition, when reinforcement was provided immediately after the Contingent setting
(prior to the Generalization setting), unless that condition had been preceded by a Late
condition (as it was for S6 and SO). The results suggest that the Late timing of delayed
reinforcement was an effective and efficient generalization-promotion technique for
performances that did not generalize spontaneously.
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children

Social and economic factors often limit the
frequency and immediacy with which behaviors,
once established, can be reinforced. Thus, the
ability to tolerate inconsistent schedules of rein-
forcement and delays in reinforcement often be-
comes critical for maintenance of specific behav-
ior changes, as well as for generally successful
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functioning in society. Delayed reinforcement is
not an efficient method for changing behavior,
but it can be an effective procedure for maintain-
ing it (cf. Kazdin, 1977; Renner, 1964). Fur-
thermore, and perhaps most important, delayed
reinforcement may facilitate generalization,
probably by preventing discrimination of the
settings in which the reinforcement contingen-
cies actually operate (e.g., Schwarz & Hawkins,
1970; Stokes & Baer, 1977, p. 358).
Applied researchers have demonstrated that

even young children can maintain various be-
haviors under conditions of delayed reinforce-
ment, when the delay is mediated by events that
clarify the contingencies (e.g., Israel, 1973; Is-
rael & O'Leary, 1973; Risley, 1977; Risley &
Hart, 1968). Frequently, physical cues have
functioned as mediators to signal the occurrence
of the behavior and to indicate that reinforce-
ment has been earned, even though it is not
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immediately available (e.g., Holman & Baer,
1979; Meichenbaum, Bowers, & Ross, 1968;
Surrat, Ulrich, & Hawkins, 1969). In other in-
stances, the mediating events have been verbal
or written agreements (contingency contracts)
that specified in advance the conditions under
which performance of specific behaviors would
eventually be reinforced (e.g., Rogers-Warren
& Baer, 1976).

Typically, programs using delayed reinforce-
ment have specified the reinforcement behav-
iors, as well as the settings and times in
which the behaviors were to be performed. This
delineation of the contingencies was thought
necessary to the success of these programs
(cf. Renner, 1964). However, such careful
clarification may have functioned to restrict
performance to those conditions in which the
contingencies actually operated. Stokes and Baer
(1977) have suggested that generalization might
be enhanced if the contingencies were at least
partly indiscriminable. For example, a behavior
might generalize across several similar settings
if the relevant setting for its reinforcement was
not discriminable, i.e., was not identified by the
timing of reinforcement or by a mediator.

The suggestion that generalization may result
from indiscriminable contingencies is logical.
Previous research has indicated that intermit-
tent reinforcement also promotes generalization,
when the contingencies are not predictable (e.g.,
Kazdin & Polster, 1973; Peterson, 1968). Like-
wise, researchers have demonstrated that non-
contingent reinforcement can promote generali-
zation when the lack of contingency is not
discriminable (e.g., Koegel & Rincover, 1977).

Further research is required to determine if
delayed reinforcement can promote generaliza-
tion effectively, and if a completely discriminable
contingency is a factor in producing generaliza-
tion. Earlier research by Schwarz and Hawkins
(1970) may have demonstrated generalization
resulting from delayed reinforcement used in
the treatment of a school-aged child. Unfor-
tunately, their experimental design did not in-
clude a comparison between delayed and non-

delayed reinforcement and thus did not provide
a causal analysis of the factors promoting gen-
eralization. Thus, the present study examined
the effects of two reinforcement timings (Early
and Late) in promoting generalization of various
social behaviors across classroom settings by
seven preschool children. Early reinforcement,
delivered immediately after the setting in which
the critical behavior had occurred, was compared
with Late reinforcement, delivered only after
several further settings had been encountered.

METHODS

Subjects and Settings

Seven children ranging in age from 4 years,
6 months to 5 years, 8 months participated in
the study; four of these students (SI, Se, S5, and
S6) were girls and three (S2, S3, and S7) were
boys. The students attended preschool classes
at the Edna A. Hill Child Development Labora-
tory in the Department of Human Development
at the University of Kansas. Five of the children
were considered normal. They attended classes
that typically contained 15-18 children and were
conducted by three to five teachers. Two students
(S5 and S6) exhibited behavior problems in the
form of general noncompliance and tantrums.
These children attended a special class for chil-
dren with learning and behavior problems. The
class contained eight to ten children and was
conducted by three or four teachers.

The study was conducted in each child's pre-
school classroom and in an adjacent experi-
mental room. Classroom observations for six of
the children were conducted during two 10- to

20-min free play activities. The remaining child,
(S6), was observed during two 15-min preaca-
demic sessions.

The first observation session was referred to

as the Contingent reinforcement session; the
second observation period was considered the
Generalization session. The time between these
two observations was constant for each child,
but varied across children, ranging from 15 to
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Table 1

Daily Observation and Training Schedule for Each Child
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45 min. Table 1 summarizes each child's obser-
vation schedule and location.

During intervention conditions, each child
also participated daily in two brief (1-5 min)
training sessions in an experimental room. The
first training session was conducted immediately
before the first classroom observation (Contin-
gent session); the second training session oc-

curred either after the first observation or at

the end of the day. Classroom observations
and training sessions were conducted Monday
through Thursday of each week.

Response Definitions and Observations
Only one behavior was modified per child;

different behaviors were changed in different
children. Each behavior change was selected to

meet the individual needs of the students, and
to examine the generality of the experimental
effects across responses. The target behaviors and
their definitions were as follows:

1. Peer-directed offers to share play materials
and/or to play cooperatively: This behavior
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was scored whenever SI, S3, or S4 verbally
suggested that a peer have, take, touch, ma-
nipulate, trade, or cooperatively use a ma-
terial from the available activities or from
the children's lockers. Offers also were re-
corded whenever the observed child invited
a peer to join an activity or task. In both
instances, peer-accepted offers had to be fol-
lowed by material exchanges or by joint use
of the materials, to be scored as offers. A sub-
set of offers was modified for S2; he exhibited
a high rate of sharing and conversing with
girls, but an extremely low rate with boys.
Thus, only offers to boys by S2 were manipu-
lated.
2. Activity praise: This behavior was re-
corded whenever Ss verbally expressed satis-
faction, approval, or admiration of any activ-
ity or material, either currently or previously
available in the classroom. Examples of such
statements were, "Painting is fun" and "I like
to jump."
3. Appropriate study posture: This behavior
was recorded whenever S6 was seated in a
chair with her head up, her body oriented
toward the table, and her feet and chair legs
resting on the floor.
4. Conversation to target peers: This behav-
ior was scored whenever S7 spoke to any one
of five classmates specified in advance by the
experimenter. The target peers (four girls and
one boy) were children with whom S7 never
or rarely interacted during baseline. Direc-
tion of conversation was determined by use of
the peer's name, by facial orientation, by
physical contact, or by statement content.
Two teacher behaviors, prompts and praise

for the target behavior, also were recorded.
Teachers were instructed not to prompt or
praise the target behaviors of the seven stu-
dents. They were not informed about condi-
tion changes, and all but two teachers were
naive to the nature of the study. (The in-
formed teachers taught in the classroom of
S5 and So.) Prompts were defined as follows:
(a) Prompts for offers: A prompt was scored

for S1, S2, Sa, or S4 whenever a teacher sug-
gested that the observed child (or group con-
taining the child) offer, share, trade, exchange,
or pass materials; (b) Prompts for activity
praise: A prompt was recorded for S5 when-
ever a teacher made a statement which might
elicit an activity praise, (e.g., "Do you like to
paint?"); (c) Prompts for study posture: A
prompt to S6 was scored whenever a teacher
specifically instructed or requested that S6 sit
appropriately or cease inappropriate posture;
and (d) Prompts for conversation to target
peers: A prompt to S7 was recorded whenever
a teacher directed S7 (or a group of children
containing S7) to initiate verbally with a peer
or group of peers. Both direct prompts (such
as, "Why don't you ask Mike to play?") and
indirect prompts (such as, "Carla needs some-
one to talk with her on the phone") were in-
cluded.

Praise was defined as follows: (a) Praise
for offers: Praise for Si, S2, S3, or S4 was re-
corded whenever a teacher expressed approval
over an action or a statement regarding an
action in which a material was shared, offered,
traded, exchanged, or passed; (b) Praise for
activity praise: Praise was scored for S5 when-
ever a teacher made a statement that con-
firmed or expressed approval of S5's activity
praise; (c) Praise for appropriate posture:
Praise was scored for S( whenever a teacher
specifically commented on her appropriate
posture or a behavior related to her appropri-
ate posture (e.g., "Your feet are quiet"); and
(d) Praise for conversation to target peers:
Praise was recorded for S7 whenever a teacher
made an approving comment regarding his
verbalizations to the target peers.

The observers were undergraduate university
students, equipped with a stopwatch and data
sheets. They recorded child and teacher behav-
iors in continuous 10-sec intervals. Observations
of the five normal children were conducted in
their classrooms. The children with behavior
problems, So and So, were observed through a
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one-way mirror from an observation booth ad-
jacent to their classroom. Wireless microphones
transmitted the child's voice to an FM receiver-
recorder in the booth.
A second observer (sometimes the experi-

menter) simultaneously and independently re-
corded child and teacher behaviors, at least once
during each condition, in both classroom obser-
vation periods. Occurrence and nonoccurrence
agreements were computed separately for each
behavior. Interobserver agreement was calcu-
lated by dividing the sum of observer agree-
ments about occurrence (or nonoccurrence) by
the sum of observer agreements plus disagree-
ments about occurrence (or nonoccurrence), and
multiplying by 100. In general, mean agree-
ment by condition for the occurrence of each
measured child behavior ranged from 80% to
100%, and mean agreement for nonoccurrence
ranged from 89% to 100%. Mean agreement
for the occurrence of teacher prompts and praise
ranged from 60% to 100%. (The lower reli-
ability of recording teacher behaviors was at-
tributed to their very low rates of occurrence:
three occurrences of praise and seven occur-
rences of prompts for target behaviors in a
total of 129 reliability observations.)

General Procedure and Design
A comparison of two feedback-and-reinforce-

ment timings was conducted in two multiple-
baseline designs across children. In the first mul-
tiple baseline, Si through S5 entered an Early
feedback-and-reinforcement condition. This con-
dition subsequently was followed by a Late
feedback-and-reinforcement condition. The order
of conditions was reversed for S6 and S7 in a
second multiple-baseline design.

Baseline. The standard two daily classroom
observations were conducted; the children did
not attend training sessions. The number of
baseline sessions ranged from 4 to 18.

Early feedback-and-reinforcement. Two daily
training sessions were introduced for each child.
The first session was conducted immediately
prior to the first classroom observation (the

Contingent setting), and was typically 2 to 5
min in length. During this session, the child
and experimenter briefly rehearsed the target
behavior (e.g., offers to share) and the experi-
menter reminded the child to perform the be-
havior the criterion number of times in the
classroom. The experimenter never specified the
time span during which the behavior was to be
performed.

The second daily training session served as
the feedback-and-reinforcement session. It oc-
curred immediately after the Contingent setting
during the Early condition. The observer pro-
vided the experimenter with a copy of the data
from which the experimenter could confirm and
supplement child reports relating only to the
Contingent setting. Incorrect claims by a child
were gently corrected or ignored. Each child
who had performed the requested behavior dur-
ing the Contingent setting earned a sticker or
point. The initial criterion level for reinforce-
ment of the target behavior in the Contingent
setting was one or more occurrences for Si
through So. For better social effectiveness, this
criterion was increased to two or more occur-
rences on Day 7 for Si, Day 6 for S2, Day 14
for S4, and Day 15 for S5. Likewise, an increas-
ing criterion was applied to the percentage of
appropriate study posture exhibited by S6. Her
criterion increased gradually from 309% to 50%
in the first Late condition, to 60% on Day 30
during the Early condition, and to 70% on Day
34 during the second Late condition. Similarly,
the percentage of peers with whom S7 was to
converse increased from 20% to 409% on Day
23 of the Early condition.
The stickers and points earned during the

feedback-and-reinforcement session could be ex-
changed immediately for a small toy, or could
be saved until several stickers were earned (e.g.,
4 to 8) and then exchanged for a larger toy.
One sticker per day was available for six of the
children. The fifth child, S5, earned one point
for each occurrence of the target behavior (ac-
tivity praise); 20 to 40 points were required for
her toy exchange. This point system was selected

17



SUSAN A. FOWLER and DONALD M. BAER

for S5 in order to encourage high rates of activity
praise. (High rates of offers would not have been
appropriate.)

Late feedback and reinforcement. Procedures
for this condition were identical to the proce-

dures in the Early condition, except that the
feedback-and-reinforcement session occurred at

the end of the school day. Because classroom
observation schedules varied across children, the
amount of time between the Contingent setting
and the Late feedback-and-reinforcement ses-

sion also varied, ranging from 90 min to 2.5 h.
(The time between the Generalization setting
and the Late feedback-and-reinforcement session
thus ranged from 30 min to two h.) As in
the Early feedback-and-reinforcement condition,
only reports about behavior that had occurred
in the Contingent setting were confirmed and
reinforced. Statements regarding behaviors pro-

duced during the Generalization setting or dur-
ing other classroom activities, as well as incor-
rect claims about behaviors in the Contingent
setting, were met with either noncommittal
statements such as "Oh, really?" or with mild
corrections such as "I am not sure you did that,
so we can't count it," or were ignored.

RESULTS

The target behavior rates for Si through S5
are presented as 2-day means in Figure 1. Dur-
ing the Early condition, behavior rates increased
over baseline levels in the Contingent setting
(represented by the shaded bars) but not in the
Generalization setting (represented by the line
graph) for four of the five children. The excep-

tion, S4, demonstrated a possible initial increase
in rate in the Generalization setting which was

not maintained. Subsequent introduction of the
Late condition produced immediate rate in-
creases for all children in the Generalization set-

ting. (Perhaps S4 and S. were declining in per-

formance late in the Generalization setting; the
condition was too brief to be sure.)

Immediate generalization during the Late
condition also was demonstrated by S6. and S7,
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sions for S, through S5, the children in the Early-Late
condition sequence. Data are presented in two-day
means. Asterisks mark sessions for which only one
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whose target behavior rates are presented as 2-
day means in Figure 2. S6 and S7 entered the
Late condition prior to the Early condition.
Their high behavior rates produced during the
first Late condition, although variable, were

maintained through subsequent shifts to an Early
condition and once again to a Late condition.
Thus, changing the timing of reinforcement did
not result in lower rates in the Generalization
setting for S6 and S7. Rates during the Contin-
gent setting were slightly higher than rates in
the Generalization setting throughout the three
experimental conditions for S6, however, and
throughout the final Late condition for S7.

Teacher behaviors in the form of prompts and
praise were measured to determine if the teach-
ers might have coincidentally influenced the
generalization of the children's target behavior.
At the beginning of each condition, teachers
were requested not to prompt or praise the target

child behaviors. The teachers typically followed
this request: Prompts and praise occurred at a

very low rate. Examination of the teacher be-
havior in the Generalization setting revealed
only two occurrences of child behavior attribut-
able to teacher prompts. On Day 10 of the Late
condition, Si made one offer to share immedi-
ately after a teacher prompt to share. Similiarly,
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on Day 13 of the Early condition S6 exhibited
appropriate posture for 1 min following a
teacher prompt. No other occurrences of target
behaviors were recorded for the seven children
within 5 min following a teacher prompt.

In the Contingent setting, the total number of
prompts directed toward each child per condi-
tion also was quite low. None of the target be-
haviors performed by S2 or S7 was prompted.
One offer by S3 on Day 12 and by S4 on Day 23
was prompted. S6 exhibited 40 sec of appropriate
posture following a teacher prompt on Day 14.
Si, who received the most prompts, also per-
formed the largest number of prompted behav-
iors: one offer on Days 4 and 13 and eight offers
on Day 8.

Teacher praise for the target behaviors oc-
curred at a lower rate than prompts. Si, S3, and
S5 were never praised for target behaviors. S4
and S6 were praised for performance of their
target behaviors in the Generalization setting:
S4 once on Day 23 and S6 on Day 12. In the
Contingent setting, S2 was praised once and S4
and S7 were praised twice during the Late con-
dition; S7 was also praised once during the Early
condition.

DISCUSSION

The results show that the Late form of de-
layed reinforcement was an effective generali-
zation-promotion technique for children whose
behavior did not generalize spontaneously. Gen-
eralized performance to a second setting was
demonstrated by all children who received Late
reinforcement, regardless of the condition se-
quence (i.e., Early-Late or Late-Early).
Why does the Late timing of delayed rein-

forcement-and-feedback promote generalization
to the second setting? Stokes and Baer (1977)
and Schwarz and Hawkins (1970) have sug-
gested that delayed reinforcement can make con-
tingencies indiscriminable regarding the time or
setting when performance is to be reinforced.
That is, the subject no longer can discriminate
the time or setting in which performance must

occur, in order to be reinforced later on the
delayed schedule. The juxtaposition in time of
the Early reinforcement-and-feedback session to
the Contingent session, might well have signaled
the true contingencies of this study. Once the
Late condition was introduced and the reinforce-
ment session was separated in time from the
Contingent setting, however, the contingencies
no longer were clear. Comments made by the
children during the Late condition suggest that
the contingencies in fact became indiscriminable.
For instance, during the first few days of the
Late condition, S5 frequently complained: "I
don't like saying happy things (i.e., activity
praise) all day." On several occasions Si and S4
specifically asked, "Do I need to share all day?"
In addition, during the feedback session, five of
the children (Si, S2, S3 S4, and S7) reported tar-
get behaviors performed during the Generaliza-
tion setting or in settings other than the Con-
tingent setting, claiming them as reinforceable
behaviors.

Several factors associated with the shift in
reinforcement from Early to Late also may have
contributed to the indiscriminability of the con-
tingencies. These factors include: (a) a sharp re-
duction in opportunities to discriminate the lack
of contingencies between reinforcement and per-
formance in the Generalization setting; (b) an
intermittent schedule of adventitious reinforce-
ment resulting from the frequent correspon-
dence between generalized performance and
delivery of Late reinforcement; and (c) experi-
menter feedback, actually based on the contin-
gent setting that adventitously described per-
formance in the generalization setting, due to
the increased similiarity of performance in the
two settings. Each of these factors and its po-
tential influence on performance will be dis-
cussed.

1. Discrimination opportunities: Discrimina-
tion of the reinforcement contingencies was
likely only when performance between the two
settings differed clearly-i.e., when the behavior
occurred in the Contingent setting, but not in
the Generalization setting, and reinforcement
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was delivered; or when the behavior occurred in
the Generalization setting, but not in the Con-
tingent setting, and reinforcement was not de-
livered. Most such discrimination opportunities
occurred on days when the target behavior was
not performed in the Generalization setting;
thus fairly consistent generalization in the Late
condition restricted discrimination. The contrast
in discrimination opportunities between Early
and Late conditions was illustrated most vividly
by S2 and S5. Roughly 90% of their Early con-
dition sessions provided discrimination oppor-
tunities, whereas none of S2's Late condition
sessions and only 25% of S5's Late condition
sessions provided similar opportunities, due to
their consistent rates of generalization. The
other children generalized during half or more
of their Late condition sessions, thus also allow-
ing only limited and sporadic opportunities to
discriminate the fact that Late reinforcement
was delivered only for performance in the Con-
tingent setting.

It is not clear whether the lack of discrimina-
tion opportunities and resultant indiscriminabil-
ity of the reinforcement contingency was a
product of generalization or a producer of gen-
eralization. Future research might well examine
the degree to which children attend to differ-
ences in their performance between settings, and
whether children can relate these performance
differences to the presence or absence of de-
layed reinforcement. Specifically, research might
examine what would happen if children's ques-
tions regarding the reinforcement contingencies
were answered, such as those questions posed
by Si and S4.

2. Adventitious reinforcement: The late tim-
ing of delayed reinforcement may have produced
a schedule of reinforcement seemingly contin-
gent on the second setting, thus promoting and
maintaining generalization throughout the Late
condition. As previously noted, reinforcement
for performance in the Contingent setting often
corresponded with generalization to the second
setting. The correspondence was 100% for S2
and 50%o or higher for the other four subjects

in the Early-Late sequence. Likewise the corre-
spondence was strong for both subjects in the
Late-Early sequence: 65% and 100% respec-
tively for S7 in his two Late conditions and 70%
for S6 in her second Late condition (following
a lower correspondence of 25% in her first
Late condition). Again, the degree to which the
correspondence between generalization and re-
ceipt of delayed reinforcement was a result of
the generalization or a maintainer of generali-
zation is not clear. Previous researchers have
demonstrated that noncontingent reinforcement
in a generalization setting can facilitate and
maintain generalization, if that schedule is simi-
lar to the schedule available in the treatment
setting (e.g., Koegel & Rincover, 1977). The
Late reinforcement may have functioned in a
similar manner. An interesting topic for future
research might examine whether noncontingent
delayed reinforcement might be as effective as
contingent delayed reinforcement in maintaining
performance and promoting generalization.

3. Clarity of feedback. Experimenter feedback
that described performance in the Contin-
gent setting sometimes also described perfor-
mance in the Generalization setting, potentially
prompting maintenance of generalization. Most
of the children demonstrated either similar rates
of behavior in the two settings, or produced re-
sponses in both settings that were similar in
topography (e.g., offers were directed in both
settings to at least one peer who was the same).
The influence of feedback on the promotion of
generalization is not clear, however. All children
generalized during the Late condition, regardless
of a high correspondence (S4), a low correspon-
dence (Si, S2, S5), or a lack of correspondence
(S3) between feedback and generalization. Spe-
cifically, the Late feedback to SI, S2, and S5 po-
tentially described performance during both set-
tings in approximately 16% of their sessions.
The percentage was higher for S6 and S7, who
received potentially ambiguous feedback in
30% and 45% of their sessions, and highest for
S4, who received feedback appropriate to both
settings in 80%, of her sessions. Experimenter
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feedback described So's percentage of appropri-
ate posture rather than discrete occurrences of
appropriate posture; therefore, her feedback may
have had little effect in clarifying the reinforce-
ment contingencies. Self-reports by So indicated
that she could not accurately estimate her per-
centage of appropriate posture, except on those
occasions that her appropriate posture was very
high or very low. S3 was the only subject whose
feedback regarding the Contingent setting did
not correspond in rate or topography to per-
formance in the Generalization setting. Once
again, however, the feedback that adventitiously
described generalized performance may have
been an artifact of generalization or a contribu-
tor to generalization. Further research might
well investigate whether the content or the speci-
ficity of feedback affects generalization.

In summary, indiscriminability of the rein-
forcement contingency and resultant adventi-
tious reinforcement seem to be the most likely
promoters of generalization during conditions of
Late reinforcement. The instructional properties
of the daily training session, however, may have
contributed to the initial establishment and sub-
sequent generalization of the target behaviors.
The training session, conducted before the Con-
tingent setting, provided a daily reminder to
engage in the target behavior in the classroom
and implicitly during the Contingent setting.
Shifting the feedback and reinforcement session
from the end of the Contingent setting to the
end of the day may have extended the instruc-
tional effect to the Generalization setting. Thus,
the Late timing of the feedback and reinforce-
ment session may have functioned as a setting
event for performance in the Generalization set-
ting and as a noncontingent or adventitious rein-
forcer for performance in that setting. The
likelihood that the instructional properties of
the feedback and reinforcement session alone
could have maintained the generalized changes
is slim. However, the potential influence of in-
structions should be considered in future re-
search examining the generalization-facilitating
effect of delayed reinforcement.

Although the Late timing of reinforcement
is a critical factor in promoting generalization,
timing may not be important once generalization
is established. S6 and S7 maintained their gen-
eralization in spite of a shift in reinforcement
timing from Late to Early. It is possible that
natural reinforcers (e.g., peer attention) may
have sustained their performance in the Gen-
eralization setting following the shift in rein-
forcement timing. Several previous investiga-
tions have demonstrated that behavior initially
produced and controlled by experimental con-
sequences can be maintained later by natural
consequences (e.g., Baer & Wolf, 1970; Baer,
Rowbury, & Goetz, 1976; Goetz & Baer, 1973;
Strain & Timm, 1974; Wahler, 1967). In the
current study, S7's conversation with peers po-
tentially was reinforced by their positive re-
sponses and So's improved posture may have
enhanced her physical comfort.
A second explanation for the promotion and

maintenance of generalization by So and S7 dur-
ing the Early condition also should be consid-
ered. Generalization may have been spontane-
ous, occurring independent of reinforcement
timing. Although spontaneous or unpro-
grammed generalization is not a common find-
ing, it has been reported in a variety of applied
investigations (cf. Stokes & Baer, 1977). In
fact, two children, whose data were not included
in this study, demonstrated spontaneous gen-
eralization to the second setting during an Early
reinforcement condition, without prior expo-
sure to a Late condition. These children likewise
might have generalized immediately if the Late
condition had been the first experimental con-
dition. The fact that some children will gen-
eralize across settings regardless of the timing
of reinforcement, complicates any conclusion
regarding the generalization produced by So and
S7. However, the effectiveness of the Late timing
in promoting generalization by Si through S,
and its apparent effectiveness with S6 and S7
strongly suggest that timing is an important fac-
tor in facilitating generalization.
An Early-Late-Early condition sequence
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would determine whether generalization estab-
lished by the Late contingencies can be main-
tained in the absence of Late contingencies. If,
within this sequence of conditions, generalization
is produced only after exposure to the Late con-
dition, but is maintained during the subsequent
Early condition, generalization during the sec-
ond Early condition can most parsimoniously be
attributed to prior exposure to the Late condi-
tion. This analysis was not possible during this
investigation, due to the children's departure at
the end of the school year.

Finally, the type of behavior selected for
manipulation may have contributed somewhat
to the daily variability in rate exhibited by
several children in this study. Offers to share,
the target behavior for four of the children in
the Early-Late sequence, appeared to be influ-
enced by the nature of the activities present and
by the availability and receptivity of peers par-
ticipating in those activities. As a result, natural
limits in the form of peer refusals and appropri-
ateness of materials for sharing existed that,
in part, may have affected daily rates of the
behavior. Warren, Rogers-Warren, and Baer
(1976) have demonstrated that peers will sup-
port only low rates of offers (i.e., approximately
two to three per 10-min play sessions). In addi-
tion, in this study, only two offers were required
for receipt of reinforcement during the Late
condition. This low requirement, in combina-
tion with the possible natural limits, may have
produced the low and variable rates of generali-
zation. However, in spite of these possible limits,
five children in the Early-Late sequence gen-
eralized on approximately 559% of the days in
which they already had performed the criterion
number of target behaviors in the Contingent
setting, thus performing more than the required
number of target behaviors for that day.

It is not clear what influence such natural or
experimental limits may have had on generali-
zation. Low experimenter limits were not im-
posed on S5 (activity praise) or on So. (appro-
priate posture). Generalization by S5 was weak;
generalization by S6 was strong and stable. Like-

wise, generalization by S7 was stable, yet his be-
havior potentially could have been influenced by
natural limits (accessibility to the target peers
for conversation and their receptivity to his ini-
tiations) as well as by low experimental require-
ments (conversation to one or two target peers).
Future research might examine the degree to
which generalization facilitated by delayed rein-
forcement is influenced by requirements of low
rates (e.g., one to three occurrences) compared
to requirements of higher rates.

In conclusion, a very practical implication
may be drawn from the results of this study,
regarding the administration of behavior change
programs in general, and the education of young
children in particular. Reinforcement delays
should be considered routinely for teaching pro-
grams, both for maintaining appropriate social
behavior, as demonstrated in this study, and for
maintaining academic performance (such as on-
task behavior and correct responses). The pro-
cedure can be effective in maintaining behaviors
once they are established, and, with proper tim-
ing, can be effective in generalizing behaviors.
The economic benefits of this procedure should
have wide appeal, particularly to school per-
sonnel involved with classrooms containing low
teacher-student ratios. Teachers often object
realistically to behavior change programs that
require implementation across many class peri-
ods of the day. Given other classroom responsi-
bilities, some teachers do not have the time, pa-
tience, or skill to monitor and reinforce target
child behaviors throughout the day. Monitoring
one period, and delivering reinforcement at the
end of the day for that period, may be more
palatable, and may be equally effective both in
maintaining behavior and producing generalized
changes. Future research should continue to con-
centrate on identifying and developing other
behavior maintenance procedures that can func-
tion simultaneously as generalization-promotion
devices. The success of future behavior programs
may be gauged not on the extent of behavior
change alone, but on the facility with which be-
liavior change both endures and generalizes.
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