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Pigeons were trained to discriminate temporal stimuli in a discrete-trial signal-detection
procedure. Pecks to one side key were reinforced intermittently after exposure to one dura-
tion, and pecks to the other side key were reinforced intermittently after exposure to a dif-
ferent duration. In Experiment I, the allocation of reinforcers was varied systematically for
correct responses and for errors, using a procedure that controlled the obtained numbers of
reinforcers. When reinforcers were allocated symmetrically, the level of discrimination de-
creased as the proportion of reinforcers for errors increased. When reinforcers were allocated
asymmetrically, the decrease in discrimination was less systematic. Bias toward one or the
other side key roughly matched the ratio of reinforcers obtained by pecks at those keys, in-
dependent of the level of discrimination. In Experiment II, the overall rate of reinforcement
for correct responses was varied both within and between experimental conditions. The
level of discrimination was positively related to the overall rate of reinforcement. The dis-
crimination data of both experiments were interpreted in relation to the contingencies of
reinforcement and nonreinforcement, characterized by the average difference in reinforce-
ment probability for correct responses and errors.
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An adequate formulation of the interaction
between an organism and is environment must
always specify three things: (1) the occasion
upon which a response occurs, (2) the response
itself, and (3) the reinforcing consequences. The
interrelations among them are the “contingen-
cies of reinforcement.” (Skinner, 1969, p. 7)

The discriminated operant defined by Skin-
ner’s three-term contingency is fundamental to
the analysis of behavior. A simple formal char-
acterization of the three-term contingency re-
quires a well-defined set of mutually exclusive
and exhaustive events: the presentation of a
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particular state of the environment (§,) or the
alternative state (S,); the occurrence of a par-
ticular response (B;) or its alternative (B,);
and the consequent presentation of a rein-
forcer (R,) or the state of affairs defined by its
absence (R;). Taken together, the possible
joint events may be represented as a 2 by 2
by 2 cube, depicted in Figure 1. Each plane
of the cube represents a 2 by 2 contingency
table of the sort used by Gibbon, Berryman,
and Thompson (1974) to represent simple clas-
sical contingencies, where the response is irrel-
evant to the stimulus-reinforcer contingency,
or simple operant contingencies, where there
are no explicit environmental stimuli corre-
lated with response-reinforcer contingencies.

A side view of the cube collapses the re-
sponse dimension and shows how R; and R,
depend upon §; and S,. This aspect of the
cube represents stimulus-reinforcer contingen-
cies, as in classical conditioning. A top view
of the cube collapses the stimulus dimension
and shows how R, and R, depend on B, and
B,. This aspect of the cube represents response-
reinforcer dependencies, as in operant choice
experiments. Considered separately, the top
and bottom planes represent response-rein-
forcer dependencies signaled by distinctive en-
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Fig. 1. The contingency cube relating the three terms
of the discriminated operant: Stimuli §; or S, Re-
sponses B, or B,, and Consequences R, or R,. See text
for explanation.

vironmental conditions, and thus correspond
to components of a multiple schedule, where
each component is itself a concurrent schedule.

A front view of the cube shows how differ-
ent kinds of outcomes depend on stimuli and
responses. The standard yes-no signal-detection
experiment is a special but well-known case.
On each trial, either signal (S,) or noise (S,)
is presented. A positive response, ‘yes” (By)
or its complement, “no” (B,) is emitted, and
either a positive (R,) or negative (R,) out-
come is presented, depending on the stimulus
and response. R, typically follows correct re-
sponses (B;|S; or B,|S,), whereas R, typically
follows errors (B,|S; or B,|S;). The relations
between stimuli, responses, and outcomes may
be summarized in the form of a payoff matrix
by collapsing the front and back planes of the
contingency cube (Figure 1).

In the standard signal-detection experiment,
R, and R, are maximally contingent upon
stimuli and responses. That is, R, is presented
if, and only if, §; has been presented and B,
occurs, or if S, has been presented and B,
occurs. Likewise, R, is presented if, and only
if, S, has been presented and B, occurs, of if
§, has been presented and B, occurs. One way
to characterize the contingency between stim-
uli, responses, and outcomes is to consider the
differences between conditional probabilities

of the joint events defined by the payc T ma-
trix. In the standard detection experiment,
the probability of R, given §; and B,, and the
probability of R, given S, and B, are both 1.0.
At the same time, the probability of R, given
S, and B,, and the probability of R, given S,
and B,, are 0. (The event probabilities in the
back plane of the cube are simply the comple-
ments of those in the front plane.) The differ-
ence, 1.0, defines the maximal contingency.

The contingency may be weakened in either
of two ways. 1) If R, is sometimes presented
given S, and B; or S, and B,—that is, if errors
are sometimes reinforced—the difference be-
tween probabilities of R, in the diagonally
opposed cells of the matrix is reduced. 2) If R,
is sometimes presented given §; and B,, or §,
and B,—that is, if some correct responses are
not reinforced—the difference between proba-
bilities of R, in the diagonally opposed cells
of the matrix is likewise reduced. The follow-
ing two experiments explore these ways of
weakening the contingency between stimuli,
responses, and their consequences in a signal-
detection procedure.!

NOTATION AND MEASURES

To avoid cumbersome conditional probabil-
ity notation, and to permit ready comparison
with related work by Davison and McCarthy
(1980), the numbers of events in the cells of
a plane of the contingency cube will be de-
noted by the subscripts w, x, y, and z, as shown
in Figure 1. Thus, for example, in the R,
plane, B, represents the number of occurrences
of B, on §, trials, and R, represents the num-
ber of reinforcers obtained by B; on §; trials.

Variation of R, relative to R, with the §; —
S, difference held constant generates the em-
pirical isosensitivity curve, the locus of points
reflecting constant effects of the stimuli while
response bias changes. The constant effects of
the stimuli may be characterized by a measure
of discrimination related to one proposed by
Luce (1959, 1963), which is defined as:

In=_/3"" & M

A closely related approach by Catania (1971) identi-
fied the discriminated operant within a larger set of
procedures and proposed a similar characterization of
the reinforcement contingency.
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In Luce’s work, n was interpreted as a mea-
sure of the similarity or confusability of the
stimuli, which should remain invariant when
the stimuli are unchanged but bias toward B,
or B, is varied. Luce was not concerned with
possible effects of the reinforcement contin-
gencies. We will refer to 1/n as a measure of
discrimination, which may or may not vary
when the stimuli are constant, depending on
the contingencies of reinforcement. As a mea-
sure of response allocation, 1/7 has the same
metric properties as response-ratio measures
commonly employed in studies of concurrent
reinforcement schedules (e.g., Baum, 1974).
In fact, 1/% is simply the geometric mean of
the ratio of correct to incorrect responses in
the presence of §; and S,, when §; and S, are
presented equally often. Assuming that correct
responses are always at least as frequent as er-
rors, the value of n ranges from 0, signifying
perfect discrimination, to 1.0, signifying that
responding is not differentiated with respect
to the stimuli. The logarithm of 1/% ranges
from « when discrimination is perfect to 0
when responses are random with respect to
the stimuli. Log 1/7 is linearly related to d’,
a commonly used sensitivity parameter in de-
tection research (cf. Green & Swets, 1966; Luce,
1963, p. 129).

Variation of the physical difference between
§; and S, with R, and R, constant generates
the empirical isobias curve, the locus of points
representing constant effects of the outcomes
while discrimination varies. A measure of re-
sponse bias that has properties similar to the
discrimination measure (Luce, 1963) is:

w B!I
*=V3. B @

The parameter b is simply the geometric mean
of the ratios of responses to alternatives 1 and
2 in the presence of §; and S, when §, and S.
are presented equally often. It is analogous to
the ratio of responses in conventional free-
operant choice experiments (cf. Baum, 1974).

EXPERIMENT 1

It is known that 1/% depends systematically
on the §,—S, difference, and that b depends
systematically on the R, /R, ratio in conven-
tional signal-detection experiments with ani-
mal subjects (e.g., McCarthy & Davison, 1980a,

b; Stubbs, 1976). It is not clear how these mea-
sures will change when the contingency be-
tween stimuli, responses, and reinforcers is
varied. One way to weaken the contingency
between reinforcement and the stimuli con-
trolling performance is to introduce reinforc-
ers for responses conventionally scored as er-
rors: false alarms (reporting “yes” when the
signal is absent, denoted B,) and misses (re-
porting “no” when the signal is present, de-
noted B,). Although the introduction of rein-
forcement for these response classes makes it
doubtful whether they should be termed er-
rors, we will use this term to denote the re-
sponse producing less frequent reinforcement
in a particular stimulus condition.

Previous work from this laboratory (Nevin,
1970; Nevin, Olson, Mandell, & Yarensky,
1975) has shown that reinforcement for errors
reduces discrimination relative to a baseline
condition in which only correct responses are
reinforced. Davison and McCarthy (1980) have
recently replicated and extended the findings
of Nevin et al. (1975), and have proposed a
model based on the generalized matching law
(Baum, 1974) as extended to detection proce-
dures by Davison and Tustin (1978) to account
for their results. In these studies, the rates of
reinforcement for correct responses and errors
were not controlled, being dependent upon the
subject’s performance in a fashion analogous
to ratio schedules of reinforcement. Nevin,
Jenkins, Whittaker, and Yarensky (Note 3)
reported part of a study in which rates of rein-
forcement for both correct responses and er-
rors were controlled by the use of interdepen-
dent concurrent schedules analogous to those
employed by Shimp (1966), Stubbs (1976), and
Stubbs and Pliskoff (1969). Experiment I is a
full report of the Nevin et al. (Note 3) study.

METHOD

Subjects

Three White Carneaux pigeons with exten-
sive experimental histories in a variety of
stimulus control and reinforcement schedule
procedures served as subjects. They were main-
tained at a minimum of 809, of their free-
feeding weights. During the experiment, their
body weights stabilized between 80 and 909,
of their free-feeding weights without supple-
mental feedings.
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Apparatus

The experiment was conducted in a three-
key Lehigh Valley pigeon chamber, with a
houselight mounted above the center key and
a grain feeder below it. A Sonalert and speaker
were located behind the front panel, on the
right side of the chamber. The experiment
was programmed by conventional electro-
mechanical equipment in an adjacent room.

Procedure

The basic task required discrimination of
2-sec and 3-sec lights. On each trial, the center
key was lighted orange. A single peck changed
the center key from orange to white. The
white light went off after either 2.0 or 3.0 sec,
where the durations were scheduled randomly
with probability .5, and the two side keys were
lighted green. A single peck at either green
side key terminated the trial and occasionally
produced 3.5-sec access to mixed grain. A new
trial began after 6.0 sec, regardless of whether
grain was delivered.

The 2-sec light was designated §;, and the
3-sec light S,, and right-key pecks were desig-
nated B; and left-key pecks B,. On each trial,
one probability generator determined whether
a reinforcer would be scheduled or not; a sec-
ond determined whether it would be assigned
to B; or B,; a third determined whether it
would be assigned to the correct or error cell
for that response. Once assigned to a cell, the
reinforcer remained available until obtained,
and no further assignments were made. Note
that with this procedure a reinforcer might
be assigned to B, or B, on a given trial, even
though the independent stimulus schedule ar-
ranged for S, to be presented on that trial and
on several successive trials. As a result, several
trials might elapse before the subject had an
opportunity to obtain a scheduled reinforcer.
This procedure controls the numbers of rein-
forcers assigned to each cell of the payoff ma-
trix, within sampling error, but the number
of responses per reinforcer depends in part on
the subject’s performance.

Sessions ended when 60 reinforcers had been
obtained. To minimize contamination by
warmup efforts, no response data were re-
corded until the subject had obtained 10 re-
inforcers. All reinforcers were recorded, how-
ever.

In view of their extensive histories, the sub-
jects were introduced to this procedure with
no special training. Initially, §; was 2 sec and
S, was 10 sec. The value of S, was gradually
reduced to 3 sec over the course of 60 sessions
of preliminary training. These values of §;
and S, were chosen to insure a moderate rate
of errors, and hence rapid contact with rein-
forcement for errors when it was programmed.
Then, the probabilities that a reinforcer would
be assigned to each cell were varied over suc-
cessive conditions, as listed in Table 1. Each
condition remained in effect for 15 sessions,
except for Condition 4, which was terminated
inadvertently after 11 sessions, and Condition
13 (see below).

Table 1 shows how the proportion of rein-
forcers allocated to B, and the proportion of
reinforcers allocated to the error cells varied
over the course of the experiment. The first
12 conditions were devoted to independent
variation of these proportions, with two de-
terminations of performance in the conven-
tional detection procedure with R, = R, =0
at each of the side-key bias conditions. The
scheduled ratios R,:R, and R,:R, were con-
stant and equal within blocks of four condi-
tions, except when R, = R, = 0. Condition 13
was run briefly to eliminate side-key bias, and
then Conditions 14 to 16 were conducted to

Table 1
Order of Experimental Conditions

Proportion
Probability of reinforcement  of reinforcers
assignment per trial for for
Condition R, R, R, R, B, errors
1 .20 .05 .05 .20 50 .20
2 .25 0 0 25 50 0
3 1625 .0875 .0875 .1625 50 .35
4 .25 0 0 .25 50 0
5 40 0 0 .10 .80 0
6 .32 .02 .08 .08 .80 .20
7 .26 .035 14 .065 80 .35
8 40 0 0 .10 80 0
9 .10 0 0 40 20 0
10 .08 .08 .02 .32 20 .20
11 .065 .14 .035 .26 20 .35
12 .10 0 0 40 20 0
13 .25 0 0 25 50 0
14 25 .25 0 25 33 .33
15 25 40 0 40 24 38
16 25 075 0 075 63 .19
17 25 0 0 25 50 0
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assess the effects of equal values of R, and R,
while R, remained 0, to assess the effects of
reinforcement for only one type of error.

REsuLTS
Figure 2 presents discrimination and bias
indices, averaged across subjects, for the last
five sessions of Condition 2 and for all sessions
of Conditions 3, 4, 5, and 6. These conditions
were chosen to illustrate the separate effects of
varying the proportion of reinforcers assigned

to errors and of varying the proportion of re-
inforcers assigned to B; versus B,. The lower
panel shows that the introduction of reinforce-
ment for errors produced systematic decre-
ments in discrimination, with rapid recovery
when error reinforcement was discontinued.
The upper panel shows that bias was essen-
tially constant near 1.0 when the proportion
of reinforcers allocated to B, was .5, and that
it rose rapidly to about 3.0 when the propor-
tion of reinforcers allocated to B, was changed

CONDITION
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Fig. 2. The index of discrimination, 1/, and the index of bias, b, during successive sessions of Conditions 2
to 6. The data are geometric means for the three subjects and illustrate the independent determination of dis-
crimination and bias by the allocation of reinforcers to errors and to the left and right responses.
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to .8, regardless of changes in discrimination
produced by reinforcing errors. Thus, our pro-
cedure succeeded in producing independent
control over discrimination and response bias.

Examination of Figure 2 suggests that al-
though 15 (or 11) sessions may not have been
sufficient to establish stable asymptotic per-
formance in each condition, the direction and
approximate magnitude of the experimental
effects are clear. The following results are
based on data pooled for the final five sessions
of each conditions. Complete data for individ-
ual subjects are presented in Table 2.

The relation between the discrimination in-
dex 1/m and the proportion of reinforcers ob-
tained for errors is displayed in Figure 3, for
Conditions 1 through 12. Discrimination was
fairly stable across conditions when errors were
not reinforced, and recovery data did not differ
systematically from those obtained during ini-
tial exposure, suggesting that response biases
induced by the reinforcement conditions and
the order of conditions had little effect. Dis-
crimination clearly decreased as a function of
the proportion of reinforcers for errors. Figure
4 presents data for Conditions 14 to 17 and
shows that there was no orderly relation be-
tween discrimination and proportion of rein-
forcers for errors,?2 although discrimination
was worse in the error reinforcement condi-
tions (except for one point) than when errors
were not reinforced. Thus, it appears that ar-
ranging reinforcers for errors has a consistent
decremental effect on discrimination, but the
magnitude of the effect is not always directly
related to the proportion of reinforcers ob-
tained for errors.

Figure 5 shows how response bias (b) de-
pends on the ratio of reinforcers obtained for
responding to the two alternatives, summed
across stimuli. In this figure, the solid line rep-
resents exact equality of these variables:

R,+R
“RAR ®
The data conform quite well to Equation 3,

except that the data for Bird 59 fall below
the line. In double-logarithmic coordinates

b

?Inspection of Table 2 shows that the numbers of re-
inforcers obtained by R, given S, or S; were not equal
in Conditions 14 to 16, although the programmed as-
signment probabilities were equal. This discrepancy re-
sulted from the failure of a probability generator to
operate at its programmed value.

Table 2

Responses emitted and reinforcers obtained, summed
for the last five sessions of the conditions of Experiment
I. Condition 13 is omitted because it lasted only five
sessions.

Condition =~ B, B, B, B, R, R, R, R,

1 423 147 110 420 116 33 30 119
2 341 159 136 345 159 0 0 137
3 348 225 252 347 86 59 55 100
4 367 150 175 309 143 0 0 148
5 391 14 187 170 245 0 0 55
6 600 71 410 208 177 12 40 71
7 585 106 513 82 156 20 87 37
8 389 59 272 147 251 0 o0 49
9 261 222 29 404 63 0 0 237
10 226 481 35 580 41 61 14 184
11 213 401 112 411 39 106 15 140
12 264 216 89 365 64 0 0 236
14 514 198 193 451 181 69 0 50
15 217 299 26 438 71 139 0 90
16 609 97 239 440 237 47 0 16
17 280 64 41 298 155 0 0 145

1 298 246 98 469 131 30 33 106
2 265 175 51 371 136 0 0 164
3 303 321 155 448 90 53 64 93
4 296 222 62 399 158 0 0 142
5 392 53 182 202 239 0 0 6l
6 461 72 257 236 200 11 48 41
7 534 136 311 307 139 25 94 42
8 383 26 167 225 248 0 0 52
9 171 310 16 402 55 0 0 245

10 219 396 23 519 39 60 18 183
11 229 483 67 498 36 93 31 140
12 171 273 27 406 50 0 0 250
14 378 200 67 427 180 62 0 58
15 92 395 13 401 52 138 0 110
16 499 204 366 303 241 39 0 20
17 297 110 63 277 167 0 0 133
Bird 60

1 351 163 270 327 109 30 35 116
2 382 38 49 346 155 0 0 152
3 454 207 230 384 89 57 55 89
4 379 23 58 298 153 0 0 147
5 402 11 90 247 245 0 52 55
6 486 42 265 188 192 9 80 47
7 480 71 348 194 157 26 0 37
8 383 4 96 303 238 0 0 62
9 290 124 10 383 54 0 11 246

10 362 217 60 489 57 58 31 174
11 189 428 64 468 34 8 0 149
12 310 77 12 365 61 0 0 239
14 406 173 129 418 189 69 O 42
15 235 287 13 439 83 132 0 85
16 569 166 93 519 224 53 0 23
17 353 56 46 278 183 o o 117

such as those of Figure 6, this consistent dis-
crepancy implies an additional source of bias
that operates as a constant multiplier on the
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Fig. 3. Discrimination between S, and §,, indexed by
1/7, as a function of the proportion of reinforcers ob-
tained for errors in Conditions 1 to 12. Unconnected
data points are for replications of conditions in which
errors were not reinforced.

right side of Equation 3. It is worth noting
that the data for Conditions 1 to 12 do not
depend on whether errors were reinforced or
not. However, the data for Conditions 14 to 16
appear to fall below the majority of the data
for Conditions 1 to 12, suggesting an additional

H OO~
L

o A 2 ) 4 .5
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Fig. 4. Discrimination between §, and §,, indexed by
1/%, as a function of the proportion of reinforcers ob-
tained for errors in Conditions 14 to 17.

source of bias in these three conditions with
asymmetrical error-reinforcement conditions.

In summary, weakening the signal-detection
contingency by introducing reinforcers for
errors generally decreased discrimination,
although the effects were less clear under asym-
metrical error-reinforcement conditions. Or-
thogonal variation of the allocation of rein-
forcers to B, or B, produced shifts in response
bias that were similar at all values of the sig-
nal-detection contingency.

EXPERIMENT II

As suggested in the introduction, the con-
tingencies of a signal-detection experiment
may be weakened either by reinforcing errors,
as in Experiment I, or by withholding rein-
forcers for correct responses. In Experiment 11,
the effects of the latter method were explored
by varying the probability or rate of reinforce-
ment for correct responses while errors were
never reinforced. Nevin (Note 2) demonstrated
that discrimination depended on the number
of reinforcers obtained per trial in a discrete-
trial analog to multiple schedules of reinforce-
ment, in which the effects of differential rein-
forcement should be especially clear (e.g.,
Shimp & Wheatley, 1971; Todorov, 1972; see
de Villiers, 1977, for review). Experiment II is
a full report of Nevin’s (Note 2) study.

METHOD
Subjects and Apparatus
As in Experiment I.
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Procedure

The basic duration-discrimination procedure
was identical to that employed in Experiment
I. On 509, of the trials, unrelated to the dura-
tion of the white key light, a tone came on
with onset of the center key and remained on
until the end of the trial, whereas a noise came
on during the other 509, of the trials. Over
the course of the experiment, the method of
scheduling reinforcers and the overall rate of
reinforcement varied, but the scheduled rate
or probability of reinforcement was always five
times greater on tone than on noise trials. In
Condition 1, every correct response was rein-
forced on tone trials, whereas correct responses
on noise trials were reinforced with probabil-
ity .2. In Condition 2, correct responses on
tone trials were reinforced according to a VI
45-sec schedule, whereas correct responses on
noise trials were reinforced according to a VI
225-sec schedule. In Condition 3, correct re-
sponses on tone trials were reinforced with
probability .2, whereas correct responses on
noise trials were reinforced with probability
.04. These latter values were chosen to pro-
vide approximately the same rates of reinforce-
ment as the VI schedules in Condition 2, to
determine whether the method of scheduling
reinforcers affected discrimination indepen-
dently of rate of reinforcement. Finally, in
Condition 4, correct responses on tone trials
were reinforced with probability .83, whereas
correct responses on noise trials were rein-
forced with probability .17. Both errors and
unreinforced correct responses simply initiated
the intertrial interval, as in Experiment I. No
attempt was made to control the allocation of
reinforcers for the two classes of correct re-
sponses, B,, and B,.

Each of the four conditions remained in ef-
fect for 30 sessions, with 60 reinforcers per
session.

RESULTS

Inspection of the data for the first condition
revealed no systematic changes in discrimina-
tion after the first 15 to 20 sessions. Figure 6
shows the means and ranges of discrimination
performance, averaged across subjects, for the
final 10 sessions. It also shows how discrimi-
nation changed throughout the second condi-
tion, again averaged across subjects. There was
a large initial decrement in discrimination
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Fig. 6. Discrimination between §, and §., indexed by
1/, for all 30 sessions of Condition 2 of Experiment II.
The data are geometric means for the three subjects.
Medians and ranges of the average data for the final
ten sessions of Condition I are presented at the left. Re-
inforcement was always five times more frequent on
tone than on noise trials. Reinforcement rate on both
tone and noise trials in Condition 2 was about one-fifth
of that in Condition 1.

with little difference in tone and noise trials
during the first two sessions, followed by tran-
sient partial recovery. No trends are evident
over the final 10 to 15 sessions. Accordingly,
the results for all conditions are based on data
pooled for the final 10 sessions. Complete data
for individual subjects are presented in Ta-
ble 3.

The value of 1/n was computed for each
subject and condition, separately for tone and
noise trials. Figure 7 shows that all subjects
exhibited a rough positive relation between
1/n and the number of reinforcers obtained
per trial (which is analogous to obtained re-
inforcement rate). There was no consistent dif-
ference between the effects of the VI schedules
in Condition 2, in which reinforcement rate
was largely independent of discrimination, and
the effects of the probabilistic schedules in
Conditions 1, 3, and 4, in which reinforcement
rate depended directly on discrimination per-
formance. Within conditions, discrimination
accuracy was higher on tone than on noise
trials in 11 of 12 comparisons (one exception
for Bird 59). Thus, accuracy of discrimination

Table 3

Responses emitted, and reinforcers obtained, summed
separately for tone and noise trials for the last 10 ses-
sions of Experiment II.

Condition B, B, B, B, R, R,

1 Tone 277 8 5 217 277 217
Noise 240 23 57 195 72 35

w 2 Tone 1063 151 263 1034 254 249
= Noise 1042 46 637 628 64 33
E 3 Tone 822 232 48 992 248 290
A Noise 646 272 164 823 38 29
4 Tone 264 25 28 345 231 279
Noise 253 104 57 817 29 6l

1  Tone 250 48 61 243 250 243

Noise 306 37 102 297 68 36

- 2  Tone 759 440 220 1186 173 336
B Noise 1022 159 883 448 64 27
E 3 Tone 738 314 281 977 217 311
R Noise 1030 18 1188 127 67 5
4 Tone 204 160 48 397 175 327
Noise 313 83 148 314 44 54

1 Tone 249 13 22 239 249 239

Noise 248 43 42 206 56 37

- 2  Tone 945 284 229 1074 254 260
@ Noise 982 202 806 486 57 30
.g 3  Tone 859 125 267 920 226 293

Noise 669 301 359 745 39 42

4 Tone 267 14 43 337 224 2715
Noise 286 78 70 303 47 54

was positively related to reinforcement rate
both across conditions and across signaled com-
ponents within conditions.

DISCUSSION

Experiment I demonstrated that discrimi-
nation was a decreasing function of the pro-
portion of reinforcers for responses conven-
tionally scored as errors, regardless of bias,
except that discrimination did not decrease
systematically with the proportion of rein-
forcers for errors when only one class of errors
was reinforced. In addition, bias toward one
or the other side key was proportional to the
ratio of reinforcers obtained by pecks at those
keys, regardless of the level of discrimination.
Experiment II demonstrated that discrimina-
tion was an increasing function of overall rate
of reinforcement, both within and between
experimental conditions. We now attempt a
unified account of the discrimination data in
relation to the contingencies of reinforcement.
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Fig. 7. Discrimination between S, and §,, indexed by
1/n, as a function of the number of reinforcers ob-
tained per trial in Experiment II. The data are coded
according to trial type and method of reinforcement
scheduling. Lines connect pairs of points determined
within each condition.

To achieve such an account, we will char-
acterize the contingency by the average differ-
ence in obtained probabilities of reinforcement
per response in the pairs of diagonally opposed
cells of the payoff matrix, which represent cor-
rect responses and errors. Specifically, this mea-
sure is computed as:

R, R, R, R,
(z+5) - (3+3)
5 4)

This contingency measure may be specified
independently of the subject’s behavior when-
ever reinforcement probabilities per response
are arranged by the experimenter, as in Ex-
periment II, Conditions 1, 3, and 4. When re-
inforcers are arranged intermittently on an

Contingency =

interval-like basis, as in Experiment II, Con-
dition 2, and all conditions of Experiment I,
the subject’s behavior affects the experienced
asymptotic probabilities. For example, if re-
inforcers are assigned for correct responses
only, improvements in discrimination decrease
the obtained probability of reinforcement per
response because the interval program sets an
upper limit on the number of reinforcers that
can be obtained. If discrimination is a positive
function of reinforcement probability for cor-
rect responses, a negative feedback relation
would operate to stabilize discrimination at
some level that would depend on the confus-
ability of the stimuli and the properties of the
function relating discrimination to reinforce-
ment probability.

The varying discrimination levels shown in
Figure 6 may exemplify the operation of the
negative feedback relation. The increase in
discrimination performance during early ses-
sions would lower obtained probability of re-
inforcement, which may in turn be responsible
for later decreases to intermediate levels.

A still more complicated case arises when
reinforcers are assigned to all four cells, as in
most conditions of Experiment I. If the stim-
uli are perfectly distinguishable, matching to
reinforcers in all four cells may occur. For ex-
ample, in Condition 1, reinforcers were as-
signed in the following ratios:

. R, 4
Given §;, R, =1
. R, 1

leen S2, 7{‘5 = Z’

If the subjects allocate responses so as to match
reinforcement ratios, the resulting measure of
discrimination, 1/7, would be 4.0. However,
the obtained probabilities of reinforcement in
each cell would be identical, so the measure
of contingency would be 0 (cf. Gibbon et al,,
1974; Revusky, 1963). By comparison, if the
stimuli were indistinguishable, responses
would be equally frequent in each cell and
1/ would be 1.0. However, in view of the
reinforcement assignment ratios, the obtained
probabilities of reinforcement for B,, and B,
would be four times greater than those for B,
and B,, and the contingency measure would
be positive. Variations in discrimination be-
tween these limits would lead to a negative
feedback relation between discrimination and



CONTINGENCIES AND DETECTION 75

contingency, as in the simpler case described
above.

In view of the forced negative relation be-
tween discrimination and contingency that
must exist within conditions when reinforcers
are scheduled on an interval basis, it is of
more than passing interest that the results
exhibit a clear positive relationship across con-
ditions. Moreover, the relationship incorpo-
rates the data for conditions in which contin-
gency was experimentally determined. Figure
8 shows how the average value of 1/% varied
with the difference between obtained prob-
abilities of reinforcement for correct responses,
B, and B,, and errors, B, and B,, computed
according to Equation 4. The obtained prob-
abilities were determined by pooling responses
and reinforcers across subjects for each ex-
perimental condition. The data for the first 12
conditions of Experiment I, and for all condi-
tions of Experiment II, exhibit nonsystematic
variation around an increasing, negatively ac-
celerated function. The data of Conditions 14
to 16 of Experiment I, in which discrimina-
tion did not vary systematically with the pro-
portion of reinforcers for errors, converge on
an essentially constant difference in obtained
reinforcement probabilities. It is noteworthy
that discrimination remains above chance
(1/m>1) even when contingency is zero or nega-
tive. This persistence of better-than-chance per-
formance may be attributed to the fact that
reinforcers are always obtained more often per
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Fig. 8. Discrimination between §, and S, indexed by
1/m, as a function of the average difference between the
obtained probabilities of reinforcement for correct re-
sponses and errors. The data are geometric means
across subjects for all conditions of Experiments I and
1L

trial for correct responses than for errors, even
though the obtained probabilities of reinforce-
ment per response differ only trivially.

The results shown in Figure 8 are entirely
consistent with previous data on the effects
of reinforcement for errors. Using rats as sub-
jects in a luminance discrimination task, Nevin
et al. (1975) varied the probabilities of water
reinforcement per response for correct re-
sponses and errors in the three series of deter-
minations. Discrimination was a decreasing
function of the ratio of reinforcement proba-
bilities, remaining above chance when the ratio
was 1.0 (i.e. the probability difference was 0).
Using pigeons as subjects in a temporal dis-
crimination task, Davison and McCarthy
(1980) reinforced correct responses with prob-
ability .7, and showed that discrimination de-
creased as the probability of reinforcement for
errors increased from 0 to .9. All subjects per-
formed above chance when the reinforcement
probabilities were the same. The data from
these studies are replotted in Figure 9, in a
form that parallels Figure 8. The similarities
between the functions for Experiment I in
Figure 8 and those in Figure 9 suggest that the
effects of reinforcement for errors are similar
across stimuli, reinforcers, and species, regard-
less of whether reinforcers are arranged prob-
abilistically or by interdependent interval-like
schedules.

Another relevant study was reported by
Nevin, Mandell, and Whittaker (1978). They
trained pigeons on a discrete-trial choice pro-
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Fig. 9. Discrimination between §, and S, indexed by
1/m, as a function of the difference in probabilities of
reinforcement for correct responses and errors. The
data are geometric means for six pigeons (Davison &
McCarthy, 1980) or threc rats (Nevin ct al,, 1975).
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cedure that is formally equivalent to a signal-
detection procedure and is readily described
by reference to the contingency cube (Figure
1). On a random half of the trials, both keys
were lighted red (S;) and left-key pecks (B,)
were reinforced three times as often as right-
key pecks (B;). On the other half of the trials,
both keys were lighted white (S,), and rein-
forcement frequencies were varied across con-
ditions. In one condition, for example, in 100
red-key trials, left pecks (B,) were reinforced
12 times, and right pecks (B,) were reinforced
four times. In 100 white-key trials, left pecks
(B,) were never reinforced, whereas right pecks
(B.) were reinforced eight times. When white-
key reinforcement conditions were changed so
that B, was always reinforced, B,/B, increased.
At the same time, B,/B, decreased even
though the red-key schedules remained con-
stant. Nevin et al. (1978) interpreted this re-
sult as an instance of behavioral contrast.
However, it can also be seen as an instance of
control by the contingencies of reinforcement,
defined as the difference in reinforcement
probabilities.

If B, and B, are construed as correct re-
sponses, and B, and B, as errors in a signal-
detection paradigm, the overall procedure is
much like that of Experiment 1, Conditions
14 to 16, in which only one class of errors
was reinforced. In the conditions described
above, increasing the probability of reinforce-
ment for B, increases the contingency measure,
and discrimination improves accordingly: that
is, both B,/B, and B,/B, increase, with the
consequence that 1/y for the red-white dis-
crimination increases markedly. Thus, our so-
called contrast effect is readily interpreted as
a contingency effect on discrimination. The
same analysis may be applied to all other con-
ditions of the Nevin et al. (1978) experiment
for which R,, + R, > R, + R,, and the results
are all consistent with the contingency inter-
pretation. Thus, the contingency between stim-
uli, responses, and reinforcers characterized by
the reinforcement probability difference pro-
vides a unified account of a number of findings.

Figure 8 also shows that the difference in re-
inforcement probabilities for correct responses
and errors accounts for the data when only cor-
rect responses were reinforced in Experiment
I1. Here, however, there is less agreement across
experiments. McCarthy (Note 1) reported that
discrimination performance in a signal-detec-

tion task was essentially unaffected by moder-
ate changes in the obtained probability of re-
inforcement that resulted from the use of vari-
able-interval schedules. Nevin (1967) observed
only small decrements in simultaneous-dis-
crimination performance when reinforcement
probabilities were reduced to low levels, in-
cluding extinction. It is clear that empirical
study of variables affecting the relation be-
tween reinforcement probability and discrimi-
nation is required, and that quantitative char-
acterization of the functions in Figures 8 and
9 is premature.

Signal Detection and Matching

We turn now to a model of detection per-
formance based on the matching law, which
has provided a satisfactory account of signal-
detection performance to date. However, the
model cannot encompass some of our data as
it is presently formulated.

Davison and Tustin (1978) and Nevin et al.
(Note 3) independently proposed quite similar
accounts of signal-detection performance based
on the matching principle. Davison and Mc-
Carthy (1980) have extended the Davison-
Tustin approach to the case in which errors
are reinforced, so we will describe their treat-
ment here. For review and discussion of match-
ing-law approaches to signal-detection perfor-
mance, see McCarthy and Davison (1981) and
Nevin (1981).

Davison and Tustin (1978) proposed that the
allocation of responses in a signal-detection
experiment obeyed the generalized matching
law (Baum, 1974) with parameters reflecting
inherent bias and stimulus bias. Using the no-
tation above, they proposed two equations, in
logarithmic form, for §, and S,.

Given S;:
log (%:i) =alog (I;T’:) +logd + logec.
(5a)
Given S,:
log (%;"—) =alog (%) —logd+logec
(5b)

where a represents the sensitivity of response
allocation to reinforcer allocation, and log ¢

represents inherent bias toward B, or B,. Their

major innovation was to treat stimulus effects
as equivalent to bias: presentation of S, biases
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responding toward B,, and presentation of $,
biases responding toward B,. Stimulus bias is
represented by log d, which operates to shift
response ratios in opposite directions depend-
ing on the stimulus. Its value depends on the
physical difference between §; and S, going
to 0 (d = 1) when the stimuli are indistinguish-
able.

Subtracting Equation 5b from b5a, rearrang-
ing, antilogging, and taking square roots, we
obtain

d= ol (6)

which is exactly equivalent to Equation 1,
where d = 1/7. Adding Equations 5a and 5b,
rearranging, antilogging, and taking square
roots, we obtain

Rw a_ w Bﬂ
&) =V/E'® O
which is exactly equivalent to Equation 2,
where
—_ Rw ¢
b=c ( Rz)

Thus, the sensitivity and bias indices proposed
by Luce (1959, 1963) are derivable from the
generalized matching law.

Davison and McCarthy (1980) incorporated
the effects of error reinforcement in their for-
mulation by proposing that log d, the stimulus
bias term, be weighted by the proportion of
reinforcers that were differentially allocated
with respect to the stimuli. Thus,

Given S;:

log (%‘:) =alog (%)

+(R.,,+R,,—R,,—R,,

) log d + log c.

R,+R,+R,+R,
(82)
Given §;:
B R,+R
tog (5) =108 (73 %)
R,+R,—R,—R,
- (Rw+Rz+Rz+Ry) log d + log c.
(8b)

These equations suggest that the influence of
log d goes to zero (i.e., discrimination deterio-
rates) as R, and R, the rates of reinforcement
for é&rrors, approach R, and R,, the rates of

reinforcement for correct responses. All extant
data on this question accord with this predic-
tion except for those of Conditions 14 to 16 of
the present Experiment I, which were not
available to Davison and McCarthy when they
prepared their 1980 report. In those three con-
ditions, where only one class of errors was re-
inforced, discrimination did not decrease sys-
tematically with increases in the proportion of
reinforcers for errors as their model would pre-
dict. This difficulty cannot be remedied by
replacing their term (R, + R, — R, — R,/R,
+ R, + R, + R,) in Equations 8a and 8b by
the contingency measure based on reinforce-
ment probabilities, computed as above, be-
cause discrimination remains well above
chance even when the contingency is equal to
or less than zero. In order to accommodate
these data into a model of detection perfor-
mance based on matching, terms referring to
both reinforcement rate and reinforcement-
probability differences will be required.

The Davison-McCarthy model for error re-
inforcement also has difficulty with the find-
ings of Nevin et al. (1978), whose procedure
resembled that of Conditions 14 to 16 of Ex-
periment I (see discussion above). Although
their model provides a rough description of
the data (see Davison and McCarthy, 1980,
pp- 44, 46), it predicts that the ratio B,/B,
will decrease when B, /B, decreases because of
a large increase in R, which is the reverse
of the finding described above. Moreover, the
value of log d estimated by their model for the
red-white discrimination studied by Nevin et
al. (1978) is not much greater than for the tem-
poral discrimination employed in the present
experiments, and in fact it underestimates ob-
tained red-white discrimination performance
in some conditions of that study by a factor of
two or more. These difficulties might be re-
solved by using different weighting terms in
Equations 8a and 8b, but the alternatives are
not yet well-defined.

As presently formulated, the Davison-Tustin
and Davison-McCarthy models predict that va-
riation in the absolute rate of reinforcement
will have no effect on discrimination so long
as reinforcement ratios remain constant. Ex-
periment II demonstrated a systematic effect
of absolute rate of reinforcement on discrimi-
nation, a result which can be incorporated into
their model in either of two ways. First, the
contingency measure employed here can be
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applied as a weighting term on log d in their
Equations 5a and 5b. The contingency term
would itself have to be weighted by a free
parameter, because reductions in the probabil-
ity of reinforcement for correct responses do
not have uniform effects across experiments,
as discussed above. Alternatively, a term for
extraneous reinforcement could be added to
each cell of the payoff matrix, to represent the
value of terminating a trial and/or advancing
the reinforcement program. Such a term would
constitute a free parameter analogous to the
value of reinforcement for other behavior in
Herrnstein’s (1970) formulation of the law of
effect. However, the addition of a free param-
eter of this sort greatly complicates the analy-
sis, and without the identification of experi-
mental variables that determine its value, there
would be little gain in understanding. Many
more data are required to ascertain how best
to incorporate variations in reinforcement rate
or probability into these generalized matching
law equations, or whether an alternative for-
mulation explicitly based on the notion of
contingency may prove more parsimonious.

Summary

The analysis of behavior in the signal-detec-
tion paradigm suggests that two independent
parameters suffice to characterize performance.
One parameter, identified with discrimination,
depends on the physical differences between
stimuli (e.g. McCarthy & Davison, 1980a;
Wright, 1972) and on the extent to which re-
inforcers for correct responses and errors are
scheduled differentially, as shown here and in
earlier related work. The degree of differential
reinforcement may be characterized adequately
by a simple measure of contingency.

The second parameter, identified with re-
sponse bias, depends on the ratio of reinforc-
ers for the two alternative responses. The
matching relation between response bias and
the reinforcement ratio is independent of the
level of discrimination, regardless of whether
discrimination is controlled by physical stim-
ulus differences (e.g., McCarthy & Davison,
1980b) or by the contingency between stimuli,
responses, and reinforcers as here. An account
of discrimination in relation to the contin-
gency suggests an alternative or a supplement
to accounts based on the generalized matching
law, and provides a broad conceptual frame-
work for the analysis of related problem areas,

as summarized by the contingency cube re-
lating the three terms of the discriminated
operant.
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