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A varijety of methods, definitions, and theoretical notions that have been used in the study
of inhibitory stimulus control were reviewed and evaluated. Preliminary data from several
new operant methods were also described. It was proposed that future workers distinguish
clearly between two forms of inhibitory control: (a) the learned power of a specific stimulus
to reduce behavior, and (b) a dimensional effect, in which responding increases as values
progressively more distant from the value of that specific stimulus along some dimension
are presented (generalization gradient). Conclusions from several important recent studies
were shown to be strongly dependent on the individual experimenter’s criterion for decid-
ing when a stimulus is inhibitory. The concept of inhibition seems a very valuable one for
the field of operant behavior, and it deserves more attention than it has received in the

past.
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I. INTRODUCTION

Although the concept of inhibition has as-
sumed an important role in several major be-
havior theories (Pavlov, 1927; Hull, 1943, 1952;
Konorski, 1967; see also Diamond, Balvin, and
Diamond, 1963), the experimental analysis of
inhibitory phenomena has been neglected by
Western psychologists interested in instrumen-
tal learning. This neglect may be partially due
to a general bias against the use of concepts
that have been associated historically with ex-
tensive neurophysiological speculation. For ex-
ample, Pavlov’s and Konorski’s elaborate neu-

ral models of learning stressed the action of
unobservable inhibitory processes in the brain,
an emphasis that aptomatically elicits a gen-
eralized negative reaction from many Ameri-
can behaviorists. In addition, workers in the
field of operant conditioning have been in-
fluenced by Skinner’s (1938) criticism of the
experimental basis and logical status of the
concept of inhibition. He argued that the use
of the concept is unparsimonious, since inhibij-
tion usually refers to nothing more than a re-
duction in “excitation”. However, the greatest
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obstacle to the study of inhibitory phenomena
has probably been the lack of objective, un-
ambiguous, and relatively direct methods for
their detection and measurement.

In this article we intend to review critically
the methods that have been used in the past
for measuring inhibitory effects of stimuli con-
trolling operant behavior. What experimental
conditions must be met for a specific stimulus
to be called an inhibitor of behavior? When
can we conclude that a given dimension or fea-
ture of that stimulus does or does not exercise
inhibitory control over a response? An answer
to the latter question usually involves the mea-
surement of so-called generalization gradients
of inhibition, in which responding along a
stimulus dimension is examined as a function
of the physical difference between various test
stimulus values and a stimulus value at which
training that is presumed to be inhibitory has
been given. If inhibitory dimensional control
is actually present, then responding ought to
be minimal at or near the training stimulus
and maximal at values far from the training
stimulus. This kind of relationship would pro-
vide the negative counterpart of the extensively
investigated gradient of excitation or rein-
forcement, in which response strength is in-
versely related to the distance of a test stimulus
from the reinforcement-correlated training
stimulus.

Another aim of this article is to introduce
several new methods for producing inhibitory
gradients that have recently been developed
and tested in our .laboratory. Past findings by
other researchers and our current results with
these new methods have convinced us that the
concept of inhibition is a very valuable one,
particularly as it may be applied to under-
standing the effects of negative stimuli in ani-
mal discrimination learning (Hearst, 1969).
Throughout this article, our discussion is con-
fined to stimuli that develop inhibitory proper-
ties as a result of conditioning. Nonassociative
effects (e.g., operant phenomena analogous to
Pavlov’s “external inhibition”, in which the
presentation of a novel exteroceptive stimulus
weakens ongoing behavior) will not be in-
cluded, except insofar as they provide valuable
control baselines against which to evaluate the
effects of stimuli that are presumed to have
acquired an inhibitory function.

Furthermore, this monograph focuses on in-
hibitory effects produced by the presentation
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of specific external stimuli. It does not cover
phenomena that are characterized by certain
relatively long-term or progressive temporal
changes, such as spontaneous recovery, intra-
session fatigue or satiation effects, or the de-
cline in responding during simple extinction.
Although certain theorists might classify them
as inhibitory effects and discuss them in terms
of the buildup or dissipation of inhibition,
these phenomena do not normally involve the
experimental presentation of discrete external
stimuli. For these phenomena, the evaluation
of inhibitory effects, free of obvious alternative
explanations in terms of the reduction of ex-
citatory effects, is difficult, if not impossible, to
achieve. Skinner’s (1938) discussion of the gen-
eral difficulties (see also Gleitman, Nachmias,
and Neisser, 1954) remains cogent today.
Many methods to be described are similar
to ones used by Pavlov and Konorski in their
studies of positive (CS+) and negative (CS—)
conditioned stimuli* in classical conditioning.
Analogous techniques have rarely been em-
ployed in studies of operant behavior. Recent
elegant demonstrations (Rescorla and Solo-
mon, 1967; Rescorla, 1969a, 1969b) of the in-
hibitory effects of stimuli associated with non-
reinforcement in a Pavlovian situation suggest
that similar effects should exist in operant sit-
uations. Isolation and quantitative measure-
ment of these and allied phenomena may pro-
vide a good empirical basis for reevaluation of
discrimination-learning theories like those of
Spence and Hull (Spence, 1936, 1937; Hull,
19438, 1952; see also Jensen, 1961), which posit
an interaction of generalization gradients of
excitation and inhibition around S+ and S—
respectively* to account for transposition
(Spence, 1937), stimulus intensity dynamism
(Perkins, 1953; Logan, 1954), and a variety of
other phenomena in operant discrimination
learning (Riley, 1968; Hearst, 1969; Hoffman,
1969). Since deficits in “inhibitory processes”
are frequently said to characterize the effects
of certain brain lesions (e.g., Douglas, 1967;
Kimble, 1968) or of certain pharmacological
agents (e.g., Carlton, 1963), several of the fol-
lowing methods may also have applied value

‘In conformity with common usage, we will employ
the abbreviations CS+ and CS— to refer respectively to
positive (paired with reinforcement) and negative
(paired with no reinforcement) stimuli in classical con-
ditioning, and S+ and S— to refer to their operant
counterparts.
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in neuropsychology for measuring lesion-in-
duced or drug-induced changes in the learned
inhibitory effects of various stimuli.

II. THE INHIBITORY FUNCTION OF A
STIMULUS

Strong differences of opinion have recently
been expressed (Terrace, 1966a, 1966b, 1967;
Biederman, 1967; Deutsch, 1967; Bernheim,
1968; Farthing and Hearst, 1968; Bloomfield,
1969; Lyons, 1969a, 1969b) about findings that
purport to demonstrate the inhibitory func-
tion of a stimulus associated with nonrein-
forcement in operant discrimination learning.
These disagreements seem to have emerged
because at least two different definitions of

“inhibitory function” are in current use. Fol-
lowing arguments advanced by Jenkins (1965),
Terrace (1966b, 1967) suggested that an inhibi-
tory function be assigned to an S— when re-
sponse strength increases as stimulus values
progressively more distant from S— along some
dimension are presented. An empirical gen-
eralization gradient of a certain kind thus
serves as Terrace’s operational definition of the
inhibitory function of a stimulus: “A U-shaped
gradient, with a minimum at S—, would indi-
cate that S— was an inhibitory stimulus, while
a flat gradient would indicate the absence of
any inhibitory function (1966b, p. 1678).”

It is noteworthy that in his definition of an
inhibitory stimulus Terrace does not imply or
include the possible property of this specific
stimulus to reduce responding that would
otherwise have occurred. A stimulus may have
this property regardless of whether manipula-
tion of a certain dimension of the stimulus
yields a U-shaped gradient. For example, the
presentation of a tone S— may reduce the
usual rate of operant behavior to a visual S+
that had never before been presented simul-
taneously with the tone; however, the tone
would not qualify as an inhibitory stimulus in
Terrace’s sense unless one could show that var-
iation of the intensity or frequency of the tone
produced a gradient with a minimum at the
S— intensity or frequency. Thus, for Terrace,
response reduction produced by the addition
of a specific stimulus would apparently be an
insufficient reason for characterizing a stimulus
as inhibitory. Evidence of differential control
along at least one dimension of S— seems the
indispensable aspect of Terrace’s definition.
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Another type of definition is different from
Terrace’s. Hull wrote that “inhibitory poten-
tial can be observed only indirectly through
the failure to occur of some positive reactions
which the antecedent conditions would other-
wise produce (1943, p. 289).” Rescorla accepts
as the defining attribute of a conditioned in-
hibitor its control of a “response tendency
opposite to conditioned excitation; the ques-
tion of its other properties is to be decided
empirically (1969a, p. 67).” In these statements,
as in most of the discussions of the concept of
inhibition offered by Pavlov (1927) and Konor-
ski (1967), Terrace’s idea of differential control
along a specific dimension of S— is not in-
cluded and is clearly not regarded as necessary
to the definition of an inhibitory stimulus. The
critical point in this second kind of definition
is the notion of a directional effect (usually
measured as a decrement in behavior) that acts
in opposition to the normal level of response
strength prevailing under the experimental
conditions.

Jenkins’ comment that inhibition may be
identified with the “development of a response
to S— incompatible with the reinforced re-
sponse (1965, p. 59)” also suggests that a habit
is learned that actively opposes the one pro-
duced by reinforcement in the situation. Ter-
race’s idea of differential control along some
stimulus dimension does not appear, therefore,
to be crucial to Jenkins’ definition of an in-
hibitory stimulus, although he definitely did
stress that notion in his 1965 article. Jenkins’
meaning of the term was clarified and devel-
oped further in an interesting study (Brown
and Jenkins, 1967) that examined an operant
analog to the specific phenomenon Pavlov
labelled “conditioned inhibition”. Pecking by
pigeons on one side (e.g., the left) of a split key
was reinforced when one color (A) was present
on both halves of the key, and on the other
side when a different color (B) was present on
both halves. Then a second discrimination was
trained involving the presence or absence of
a tone. Only Color A was presented on both
halves of the key during this phase and correct
(leftside) responses to that color were inter-
mittently reinforced when the tone was absent;
no responses were reinforced when the tone
was present.

In a subsequent phase, Brown and Jenkins
made sure that left-side responses still occurred
to Color A and right-side responses to Color B,
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and that left-side responding was greatly re-
duced during combined presentation of Color
A and the tone. Then test trials were given
during extinction, in which Color B and the
tone were presented together for the first time
(interspersed with trials on other compound
and component stimuli). The presence of the
tone greatly reduced the rate of right-side re-
sponses to Color B, but differential responding
to the colors was maintained during the test.
Control birds, which received tone presenta-
tions for the very first time during an extinc-
tion test, revealed no detectable effect of the
tone. Thus, the reduction of appropriate be-
havior by the tone in the experimental group
was probably not due to some unconditioned
effect (akin to Pavlovian “external inhibition”).

Brown and Jenkins concluded that the decre-
mental effects of an S— transfer to a different
S+. They argued that their experimental de-
sign answers many of Skinner’s (1938) specific
objections to Pavlov’s earlier demonstrations
of conditioned inhibition in a salivary condi-
tioning paradigm. According to Brown and
Jenkins: “the empirical meaning of inhibitory
stimulus control is that the presentation of a
part or aspect of the nonreinforced stimulus
which is separable from the positive stimulus
produces a decrement in responding (p. 256).”
Thus, these experimenters emphasize the pro-
duction of behavioral decrement as a crucial
attribute of an inhibitory stimulus. An audi-
tory gradient with a minimum at or near the
tonal S— was never obtained in their experi-
ment. Differential control along a dimension
of S— is therefore not necessary to their defini-
tion.

Conclusions from specific experiments could
certainly be affected by which of these two
general types of definition is used. For ex-
ample, Deutsch (1967) and Terrace (1967)
reached virtually opposite conclusions from
Terrace’s report (1966b) that (a) generalization
gradients along the S— (wavelength) dimension
following discrimination-learning-without-er-
rors (i.e., no responses occur to S— throughout
training) are completely flat and are character-
ized by near-zero responding all along the en-
tire dimension, and (b) gradients similarly ob-
tained following learning-with-errors have
minima at S— and well-above-zero responding
at values far from S—. Employing a definition
based on the presence of differential respond-
ing along the S— dimension, Terrace con-
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cluded that S— does not acquire an inhibitory
function during errorless learning, but does
act as an inhibitory stimulus during learning
with errors. Employing a definition of inhibi-
tion based on the absolute amount of respond-
ing along the,S— dimension, Deutsch argued
that errorless learning, if anything, creates
greater inhibition of responding along the S—
dimension than does learning with errors. As
we will discuss later, there are procedural defi-
ciencies in Terrace’s experiment that seem to
make both his and Deutsch’s conclusion ques-
tionable, but it is clear that a large part of the
argument between these two investigators arose
because of their different criteria for deciding
when a stimulus is inhibitory.

We find it useful to keep these definitional
problems in mind while evaluating the differ-
ent empirical methods that have been used or
proposed for determining so-called generaliza-
tion gradients of inhibition. We recommend
the reader do the same while these methods are
reviewed and evaluated in later sections of this
article. Our own tentative definition of an in-
hibitory stimulus in operant conditioning (see
also Farthing and Hearst, 1968) distinguishes
it from inhibitory dimensional control, in
analogous fashion to the manner in which one
might distinguish between an excitatory stim-
ulus and excitatory dimensional control. An
“excitatory stimulus” is a stimulus (i.e., some
physically defined environmental event, pre-
sumably of a multidimensional nature) that
develops during conditioning (i.e., its repeated
presentation in conjunction with certain re-
sponse-reinforcement dependencies) the capa-
city to increase response strength above the
level occurring when that stimulus is absent.
An “inhibitory stimulus” is a stimulus that
develops during conditioning the capacity to
decrease response strength below the level oc-
curring when that stimulus is absent.

The mere observation of a behavioral decre-
ment would not necessarily mean that inhibi-
tory effects are involved. In our opinion (see
also Catania, 1969, especially pp. 741-742, for
a somewhat analogous argument), one can con-
vincingly talk about inhibitory effects only
when all the conditions that maintain a re-
sponse (e.g., reinforcement schedule, drive,
amount and delay of reinforcement, the pres-
ence of S+) are held constant, and then some
stimulus is presented that leads to much less
behavior than would normally occur under
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those conditions. Decremental effects that are
a result of changes in the maintaining vari-
ables themselves (e.g., removal of reinforce-
ment during S+, lowered drive, withdrawal or
variation of S+) seem more parsimoniously de-
scribed in terms of manipulations of only one
type of factor (excitatory). This argument
closely resembles the one Skinner made more
than 30 years ago when he listed his objections
to conventional uses of the concept of inhibi-
tion; the term had been and still is frequently
applied to behavioral decrements of all kinds,
for example, those brought about by simple
extinction, drive manipulations, changes in
S+, etc. He did note, however, that the con-
cept might prove useful when applied to the
case where a second (extraneous) stimulus is
added to a behavioral situation: “if it were
not for the inhibiting stimulus, a certain
amount of activity would be observed (1938, p.
96)” and “The strength of a reflex may be
decreased through presentation of a second
stimulus which has no other relation to the
effector involved. . . . Inhibition refers to a neg-
ative change in strength produced by a kind of
operation that would yield a positive change
under other circumstances (1938, pp. 17-18).”

Therefore, like Rescorla’s (1969a, 1969b)
analysis of Pavlovian conditioned stimuli, we
conceive inhibitory stimuli in operant condi-
tioning to be controlling a tendency separable
from and opposite to that controlled by excita-
tory stimuli. As in Pavlovian conditioning,
major methodological problems arise because
the response-reducing capacity of a stimulus
often proves difficult to detect, especially when
the baseline behavior is at or near zero. Many
of the methods to be described in this mono-
graph represent attempts to produce a high
enough output of behavior so that one can
distinguish inhibitory (reductive) effects from
no effect at all.

The term “excitatory dimensional control”,
in our view, would be applied when new stim-
ulus values that lie at progressively greater
distances along a specific dimension from an
excitatory stimulus show a graded decremental
effect. The terms “inhibitory dimensional con-
trol” would be applied when new stimulus
values at progressively greater distances from
an inhibitory stimulus show a graded incre-
mental effect on the strength of an operant
response. It is important to point out that an
incremental gradient around some stimulus
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value is necessary but not sufficient for defin-
ing inhibitory dimensional control. The spe-
cific stimulus at which responding is minimal
must also be shown to be inhibitory by some
independent test, since it is logically possible
that such a stimulus is relatively “neutral” and
the other values progressively more excitatory..

Jenkins (1965) implied this problem of de-
fining neutrality in his discussion of two cate-
gories of “nonresponding”, as have Wilton and
Godbout (1970), but an example may be useful
here. Suppose that periods of nonreinforce-
ment in the presence of a 1000-Hz tone, inter-
spersed with periods of reinforcement in the
presence of a clicking noise, merely convert the
tone into a neutral stimulus, in the sense that
presentation of a 1000-Hz tone would not in-
crease or decrease behavior from the level oc-
curring in its absence. A generalization test
along the tonal frequency dimension might
reveal a minimum at 1000 Hz not because that
stimulus value was “inhibitory” but merely be-
cause the initial excitatory generalization from
the clicking noise to the 1000-Hz tone had
been reduced by nonreinforcement at that
value and not specifically reduced at other Hz
values. In order to determine whether the
1000-Hz tone were neutral or inhibitory, some
active test of its inhibitory properties would
have to be arranged, such as (a) pairing it with
a new S+ to see if it reduced response strength
to that S+ much more than would a 1000-Hz
tone in other groups for which, e.g., the tone
was novel, or was present during past training
but completely uncorrelated with reinforcement
and nonreinforcement periods, or (b) deter-
mining whether it would prove harder to con-
vert into an S+ than would the novel or pre-
viously uncorrelated 1000-Hz tone. Section IV
of this article (as well as Konorski [1967],
Bignami [1968], and Rescorla [1969b]) presents
a brief review of these and several other pos-
sible techniques for determining the active
inhibitory properties of a specific stimulus and
for establishing control groups in which the
same stimulus is presumably “neutral”.

By our set of definitions, a particular exter-
nal stimulus may be said to be either excita-
tory (its presentation increases certain mea-
sures of operant behavior) or inhibitory (its
presentation decreases certain measures of
operant behavior) even when (a) no test of
dimensional control has been performed, or
(b) actual generalization tests reveal horizon-
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tal (flat) gradients along dimension(s) of S+
or S— respectively. We would conclude that
a certain dimension exercised excitatory or in-
hibitory control only when corresponding de-
cremental or incremental gradients are ob-
served along that dimension, and independent
tests show that the specific S+ or S— is actually
excitatory or inhibitory relative to some base-
line of “neutrality”.

This distinction between behavioral control
by the presence vs. absence of a specific stim-
ulus and control by different values along a
specific dimension of that stimulus seems valu-
able to us because it emphasizes the fact that
there is no inevitable relation between the two
types of control. Some examples of this pos-
sibility have already been given, but another
may serve to clarify our argument. Suppose the
presentation of a particular stimulus can be
shown (via one of the above *“active” tests) to
reduce operant behavior, i.e., it meets our
definition of an inhibitory stimulus, but the
experimenter fails to choose a relevant dimen-
sion to vary during the determining of gen-
eralization gradients. Presentations of a bright,
tilted, 550-nm line on a pigeon’s response key
might meet our definition of an inhibitory
stimulus, but if the experimenter varied the
intensity or the tilt of the line he might obtain
relatively flat gradients. On the other hand,
if he varied the wavelength of the line, he
might obtain a steep incremental gradient
around 550 nm (see, e.g., Newman and Baron,
1965, for an example of strong control by dif-
ferent values along one dimension of a train-
ing stimulus and weak control by values along
another dimension). The absence of differen-
tial responding along one or several dimen-
sions of a stimulus does not at all preclude the
possibility that the presence vs. absence of the
specific stimulus exercises strong excitatory or
inhibitory control. In our opinion, this is the
reason why the term “stimulus control”, very
popular now in operant research, is a some-
what confusing concept. One of its proposed
meanings (Terrace, 1966a, p. 271) stresses con-
trol along a dimension (“with respect to the
continuum being studied”), and yet many
workers use the term mainly to refer to control
by the presence vs. absence of a specific stim-
ulus. Herrnstein (1966, p. 40) seems to be using
the term in the latter way, without reference
to dimensional effects, when he states that the
“rule of stimulus control” involves the ten-
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dency for behavior to be governed by the stim-
ulus in the presence of which it is occurring.
Hendry (1969, p. 401) states even more strongly
that stimulus control refers to the “degree to
which the probability of an operant ‘varies
with the presence/absence of a discriminative
stimulus.” One of the main points of our mon-
ograph is the argument that there is value in
making a clear distinction between these two
meanings of “stimulus control”.

Because recent studies concerning the inhib-
itory effects of stimuli on operant behavior
have stressed methods for analyzing dimen-
sional control (generalization gradients) rather
than methods for detecting the response-re-
ductive properties of specific stimuli, we will
focus on the former area of research in the
following review. However, we hope to indi-
cate how experimenters might profitably com-
bine study of both types of effect in future
work. Almost all the methods that yield so-
called inhibitory gradients around S— do not
unambiguously reveal whether S— is inhibi-
tory according to our definition. Several meth-

.ods for distinguishing among ineffective, irrel-

evant, and inhibitory stimuli are now being
increasingly used in the field of classical con-
ditioning (Rescorla, 1969a, 19695; Hammond,
1967, 1968) and ought, in our opinion, to be
applied more frequently in the study of oper-
ant behavior. Conversely, it would be worth-
while if researchers in classical conditioning
were to do more work on the problem of in-
hibitory dimensional control; for example, the
empirical determination of generalization
gradients around CS— in the classical condi-
tioning of animals has been very rare.

I1II. GENERALIZATION GRADIENTS

In past studies of operant behavior, several
different experimental methods have been used
to assess dimensional control by presumed in-
hibitory stimuli. The development of new
methods and the standardization of old ones
ought not only to be valuable for the relatively
atheoretical researcher, but should also have
theoretical utility. For example, although
gradient-interaction theories (e.g., Spence, 1936,
1937; Hull, 1943, 1952) imply that excitatory
and inhibitory gradients of a certain shape
and slope are established around S+ and S—
during discrimination learning, specific tests
of these ideas have been based mainly on frag-
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mentary empirical results from studies with
large groups of subjects or on more or less
arbitrarily constructed hypothetical gradients.
Evaluation of theories of this kind would bene-
fit from the development of relatively direct,
reliable, and unambiguous empirical proce-
dures for determining inhibitory gradients
(IGs)3 in individual subjects or in small groups
of subjects, such as have already been widely
developed for studying excitatory gradients
(EGs). (See, for example, numerous experi-
ments reported in Mostofsky, 1965). More than
30 years ago Spence implied the need for such
techniques and data when he stated: “The se-
lection of the curves of generalization has been
more or less arbitrary, as little evidence bear-
ing on the problem is available (1937, p. 434).”

All of the more direct methods for obtaining
IGs are based on essentially the same general
plan. Equal responding is experimentally es-
tablished or assumed to exist along a particu-
lar stimulus dimension, and presumed inhibi-
tory training (usually extinction of an operant
response) is given at one value along that di-
mension. Then a generalization test follows,
which includes several dimensional values dif-
fering in their physical distance from the pre-
sumed inhibitory stimulus. Every one of these
methods can be conceptualized as involving
an algebraic summation of excitatory and in-
hibitory effects. Since excitatory effects are
prearranged or presumed to be equal all along
the dimension, any obtained gradient with a
minimum at or near the training stimulus
must, according to this argument, be due to
differences in the generalization of inhibitory
effects at each point along the dimension. Al-
though the logic of this argument can be cri-
ticized for its inability to distinguish between
neutral stimuli and inhibitory stimuli, the
techniques that have developed from it are
very valuable to any experimenter in this area
of research. Perhaps the modifications or am-
plifications of these techniques to include “ac-

SThroughout the following discussion we will use
this abbreviation in a rather loose and theoretically
neutral manner, primarily as a convenience in referring
to empirical gradients that various experimenters have
labelled “inhibitory”. We do not mean to suggest that
all such gradients actually demonstrate inhibitory di-
mensional control, according to our definition; in fact,
one of the points of this monograph is that mere evi-
dence of a nonhorizontal incremental gradient around
S— does not unequivocably show that inhibitory con-
trol is involved.
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tive” tests for the inhibitory properties of a
specific stimulus, as will be suggested at vari-
ous points in this article and summarized in
Section IV, will make them even more valuable.

An appreciable positive level of behavior,
usually produced by some reinforcement oper-
ation, must be established in order to enable
detection of inhibitory effects. That is, an
above-zero level of responding obviously has to
be present to detect the response decrements
caused by presentation of an inhibitory stim-
ulus or to observe the systematic reductions
in behavior that characterize inhibitory di-
mensional control. In the latter case, if values
far from the value of the presumed inhibitory
stimulus themselves produce zero responding
there is no way to measure less responding at
the presumed inhibitory stimulus itself.

This requirement typically makes the em-
pirical determination of inhibitory effects more
difficult than is the determination of excitatory
effects, and often necessitates special pretrain-
ing procedures. Special pretraining is not usu-
ally necessary when the presence or generali-
zation of excitatory effects is being studied,
because in the excitatory case, positive train-
ing, involving increases in response strength,
can be evaluated against a baseline of no re-
sponding or very low operant level. The con-
ditioned excitatory function of a particular
stimulus is demonstrated when a response (a)
occurs more frequently in the presence of that
stimulus than it did before making the stim-
ulus a signal for reinforcement and (b) occurs
much less frequently in the absence of that
stimulus than in its presence. Excitatory di-
mensional control is demonstrated by a gen-
eralization gradient along some dimension,
with maximal responding at or near the ex-
citatory stimulus and less and less responding
elsewhere. Although they could conceivably
occur, “ceiling effects” have rarely created
practical or interpretive problems in past
studies of EGs.

Although this point regarding the need for
an above-zero baseline, in order to avoid a
“floor effect” in studying inhibitory stimuli
and inhibitory dimensional control, may ap-
pear almost painfully obvious (see also Res-
corla’s comments on this problem: 1967, 1969a,
1969b), it has occasionally been overlooked;
we will return later to its role in the con-
troversy between Deutsch and Terrace, for
example. Moreover, since differences in pre-
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training procedures and response baselines in-
evitably exist when comparing EGs and IGs,
experimenters who are interested in a mean-
ingful comparison of the two must search for
some way of minimizing these differences.

Each of the methods to be described for
producing IGs has inherent strengths and
weaknesses. Because of the deficiencies, future
workers will probably want to obtain and
compare gradients via several different meth-
ods in order to avoid misleading conclusions
based on a single method. Interpretive prob-
lems will undoubtedly arise in future work be-
cause different methods will sometimes yield
results that are inconsistent with each other,
i.e., some will yield evidence of dimensional
control in a particular situation, whereas others
will not. The experimental and theoretical
strategy to be followed in such cases will have
to be worked out eventually. For now, how-
ever, all we will try to do is to evaluate some
advantages and disadvantages of the various
methods for obtaining IGs, and the compar-
ability of each with standard methods for ob-
taining EGs. The inevitable differences be-
tween the procedures for obtaining EGs and
IGs must be taken intp account, we think,
whenever one tries to assess their applicability
for testing theoretical formulations that posit
an interaction between excitatory factors and
inhibitory factors during discrimination learn-
ing.

A. INTRADIMENSIONAL METHODS

The first group of methods for determining
IGs involves training with positive and nega-
tive stimuli that both lie on the dimension of
the generalization test. We will label these
techniques “intradimensional”, in analogous
fashion to Switalski, Lyons, and Thomas’
(1966) classification of generalization test meth-
ods. Other methods, to be discussed later, in-
volve interdimensional or intermodal training,
in which positive and negative stimuli lie
either on presumed orthogonal dimensions in
the same modality (e.g., tonal frequency wus.
white noise) or come from two different modal-
ities (e.g., auditory vs. visual).

1. Equalization-by-Reinforcement

Until about 10 years ago, only one general
method had been employed in experimental
attempts to obtain IGs. The first phase of this
type of design involves the uniform delivery
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of reinforcement at several points along a gen-
eralization dimension in order to equalize re-
sponse strengths at all these values before in-
hibitory training. Following equalization of
response strength at these values, one value
(S—) is presented alone for a certain number of
trials without reinforcement. Gradients around
S— are then obtained by retesting response
strength at all the original stimulus values,
either during complete extinction or while re-
sponding is maintained by reinforcement at
certain stimulus values. This method is essen-
tially the one used by Pavlov and some of his
colleagues (1927, Lecture IX), Bass and Hull
(1934), and Hovland (1937) in classical condi-
tioning situations, and by Kling (1952) in a
discrete-trial operant study employing a group
design.

In a free-operant analog to the above studies,
Honig (1961) first trained pigeons to peck for
intermittent grain reinforcement (50-sec vari-
able-interval [VI] schedule) at a response key
illuminated on different trials by one of 13
possible wavelengths of light (10 nm apart,
from 510 to 630 nm). This phase was con-
tinued until responding to all 13 stimuli was
approximately equal® (10 sessions). Then the
key pecking of some birds was extinguished at
one value (570 nm) for 40 min; for other birds,
extinction at 570 nm lasted 80 min. Response
output in individual birds was subsequently
measured during randomized presentation of
all the original training values in extinction,
a testing procedure just like that extensively
used by Guttman and his colleagues to pro-
duce excitatory gradients (Guttman, 1956,
1963). Honig obtained gradients with a clear
minimum at 570 nm in eight of his 12 subjects.
However, the gradients were ‘“‘bowl-shaped”,
much shallower than typical excitatory gradi-
ents following intermittent reinforcement at
an S+ of 570 nm.

%One has to consider the possibility that “stimulus
superstitions” (Morse and Skinner, 1957; Kieffer, 1965;
Herrnstein, 1966) may develop in this phase. i.c., re-
sponse rates to some specific wavelengths may be higher
or lower than to the rest of the wavelengths, even
though the scheduled frequency of reinforcement is
equal for all wavelengths. Such an outcome is usually
attributed to some manifestation of pre-experimental
preferences or to accidental correlations between specific
stimuli, response rates, and frequency of reinforcement.
Fortunately, these effects are often transient and may
present no important problems if the equalization phase
is continued long enough.
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Compared to most prior experiments, which
employed this general method in a group de-
sign, Honig’s procedure had the advantage of
yielding within-subject gradients around a
stimulus associated with extinction. It was
mainly the use of intermittent reinforcement
during training that permitted observation of
these effects in individuals, since the great
resistance to extinction established by inter-
mittent reinforcement ensured that responding
would persist during extended presentation of
a variety of test stimuli without reinforcement.
One of the problems in the earlier studies of
Bass and Hull and Hovland with groups of
human subjects had been the rapidity of ex-
tinction of the CR (galvanic skin response)
following continuous reinforcement. There-
fore, Bass and Hull alternated periods of re-
inforcement with periods of extinction and
retesting. This feature of their procedure al-
lowed a discrimination to be formed between
CS— and reinforcement-correlated stimuli on
the same dimension. Thus, there is no strong
justification for attributing the obtained in-
cremental “gradients of extinction” in Bass
and Hull’s study to the operation of purely in-
hibitory effects. Complex, changing inter-
actions between excitatory generalization and
inhibitory generalization along the same di-
mension were probably involved.

Honig included a valuable control group
that was given no extinction to 570 nm before
the generalization test. After the equalization-
by-reinforcement phase, and without any pre-
vious extinction period, these subjects were
tested during extinction at all 13 wavelength
values. This group yielded flat gradients along
the wavelength dimension, a finding which
meant that the experimental groups’ gradient
with a minimum in the middle (570 nm) of
the stimulus series was not created during the
test itself, i.e., through summation of separate
gradients of extinction around each of the
13 nonreinforcement-correlated test stimuli.

Although IGs secured via the equalization-
by-reinforcement method” do yield evidence
of dimensional control, there are several seri-

"Honig (1966) has also used a very similar procedure
to study the stimulus generalization of punishment
along a line-tilt dimension. Following equalization of
VI behavior at nine stimulus values, electric shock was
administered for responses at one line tilt. Subse-
quently, recovery from punishment was examined
under the original VI equalization procedure.
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ous methodological and interpretive problems
inherent in the technique. First, this method
for obtaining IGs is not particularly compar-
able to usual methods (e.g., Guttman and
Kalish, 1956) for obtaining EGs. No initial
phase of equal reinforcement for responses to
all the test stimuli is normally included in the
procedure for determining EGs, and the in-
clusion of such a phase should weaken any
subsequent tendency to respond differentially
to the stimuli during generalization testing.
As Honig (1969) and others have shown, pre-
training with equal reinforcement to only two
visual stimuli (“pseudodiscrimination”) tends
to flatten subsequent EGs, even when these
gradients are obtained along visual dimensions
different from those used during pseudodis-
crimination training. Consequently, the equal-
ization procedure, if applied to the excitatory
case, should produce gradients that are flatter
than typical EGs obtained without preliminary
equalization. It may be justifiable to compare
IGs obtained via the equalization method to
EGs obtained via an analogous equalization
procedure (see some attempts of this kind in
Weisman and Palmer, 1969), but it does not
seem warranted to compare them to the usual
EGs obtained without preliminary equaliza-
tion. The latter comparison should almost
always reveal much flatter IGs than EGs (as
Honig [1961] indicated), and such a difference
seems better attributed to the presence or ab-
sence of a prior equalization phase than to any
intrinsic differences in the scope of excitatory
vs. inhibitory generalization.

Second, equalization training destroys the
novelty of the test stimuli to be presented to
subjects during subsequent generalization test-
ing. The concept of stimulus generalization
has usually been applied to the transfer of
learned responses to new stimulus values, dif-
ferent from those present during original
training; naturally, if equalization training is
given, the test values can no longer be novel
for the subjects in that situation. In contrast,
subjects undergoing a generalization test fol-
lowing conventional excitatory training pro-
cedures (i.e., without equalization, as in Gutt-
man and Kalish’s work) are presented with the
test values for the first time in their experi-
mental history. Although the role of novelty
is not yet clear in accounting for generaliza-
tion effects, one should bear in mind that the
interpretation of differences between EGs and
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IGs may be complicated by prior procedures
that retain or destroy the novelty of the test
stimuli. To what extent would any obtained
EG us. IG differences be due to the differential
novelty of the test stimuli, or to intrinsic dif-
ferences between excitatory vs. inhibitory con-
trol, or to both?

Besides the above methodological defects,
which seem to preclude meaningful compari-
sons of IGs with most previously-obtained EGs,
the equalization method has other, more seri-
ous, weaknesses. Since the nonreinforcement-
correlated stimulus value and all the rein-
forcement-correlated values lie along the same
dimension, it is impossible to vary the distance
between the nonreinforcement value and par-
ticular test values without also changing the
distance between specific reinforcement values
and these particular test values. Thus, IGs ob-
tained by this procedure are probably a very
complex mixture of excitatory and inhibitory
dimensional control. Furthermore, a minimum
at the nonreinforcement value in an obtained
gradient could mean either that extinction had
converted that value into a neutral stimulus,
with the other test values still retaining vary-
ing degrees of excitatory power, or it could
mean that the nonreinforcement value was
actually inhibitory. Without some definition
or baseline of neutrality, we are left with the
problem Skinner posed in 1938: are these ef-
fects best classified as inhibitory or can they
be more parsimoniously viewed as mere reduc-
tions in excitation at various points along the
generalization dimension? When variations in
some property of S— are accompanied by vari-
ations in the same property of S+, as intra-
dimensional procedures inevitably involve, this
question is particularly difficult to answer. As
Honig remarked, the gradients of extinction
he obtained by the equalization procedure
may not be “primary generalization gradients
at all, but result from complex interactions
among differentially reduced gradients of
acquisition (1961, p. 277).”

2. Maintained Gradients with Prolonged

Differential Training

Another intradimensional method that has
been used to determine generalization gradi-
ents around stimuli associated with extinction
is more indirect than the equalization-by-rein-
forcement procedure and is even harder to
analyze in terms of separate excitatory and in-
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hibitory control. Because of its inconclusive-
ness in this respect, no extensive summary of
prior research with this method will be given.
We will merely describe some examples of its
use and point out the particular problems it
leaves unresolved.

Under this procedure, several values along
a stimulus dimension are presented to the sub-
ject in every session, some of which are con-
sistently associated with intermittent reinforce-
ment and others consistently associated with
nonreinforcement. Thus every session is a
“test” session, and subjects that are maintained
on this steady-state discrimination yield gen-
eralization gradients every time they are run.
By means of between-subject or within-subject
reversals or other manipulations of the rein-
forcement conditions at each stimulus value,
the experimenter attempts to separate general-
ization effects attributable to reinforcement
from those attributable to extinction.

For example, Reynolds (1961) first gave uni-
form VI reinforcement to pigeons for pecking
at 10 different orientations of an isosceles tri-
angle projected on the response key; each ori-
entation was presented twice in every daily
session. This initial phase is thus quite similar
to the first stage of the equalization method
described above. Then, birds were run for 42
sessions on a procedure in which intermittent
reinforcement was available only at two adja-
cent values of triangle-orientation, whereas ex-
tiction was in force during the other eight
stimulus values. These conditions yielded a
gradient with maximal responding in the
vicinity of the two S+’s and with generally less
responding as the tilt of the triangle was varied
further and further from the S+ values. Then,
the experimental conditions were reversed,
and for 43 sessions subjects were extinguished
at the two former reinforcement values with
reinforcement at the other eight. On the new
procedure, a gradient was obtained with mini-
mal responding in the vicinity of the two ex-
tinction values and with generally more re-
sponding as the tilt of the triangle was varied
further and further from these values.

Reynolds called the first gradient the “rein-
forcement gradient” and the second gradient
the “extinction gradient”. Measures of total
response output differed between the two
gradients, but the shapes of the two gradients
were virtually the inverse of each other.
Reynolds was particularly interested in the
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differences in total responding because of their
implications for the phenomenon of behav-
ioral contrast, but he did suggest that gradients
obtained this way might be used to test cer-
tain assumptions and predictions of the Spence-
Hull model for discrimination learning.

Other studies have used analogous intradi-
mensional procedures for studying possible in-
teractions between excitatory and inhibitory
effects (e.g., along an intensity continuum in
Gray, 1965, p. 185, or James and Mostoway,
1969; along a spatial dimension in Catania
and Gill, 1964; along a wavelength continuum
in Blough, 1969). In these studies, as in that
of Reynolds, reinforcement was maintained at
certain dimensional values and extinction at
other values. An abundance of interesting data,
important for our understanding of discrimi-
nation learning and behavioral contrast, has
resulted from procedures of this kind, but in-
sofar as any clear separation of excitatory and
inhibitory generalization is concerned, the
method leaves much to be desired. As Catania
and Gill pointed out, their most interesting
findings could reflect either an inhibitory effect
of reinforcement or an excitatory effect of ex-
tinction.

Likewise, Reynolds’ experiment does not
allow us to determine the extent to which the
“reinforcement gradient” was due to reinforce-
ment at two values or to extinction at the eight
others. Additional data, e.g., gradients ob-
tained after reinforcement at only one or two
values without any extinction values, or gradi-
ents obtained after extinction at only one or
two values instead of eight, might possibly be
revealing in this respect. However, such meth-
ods of obtaining EGs and IGs (see also Hanson,
1959; Jenkins and Harrison, 1962; Kalish and
Haber, 1963; Hearst, 1969) are necessarily very
indirect, since they require some kind of math-
ematical manipulation (e.g., addition or sub-
traction) of two or more gradients to deter-
mine the EGs and IGs; and how does an
experimenter decide which numerical transfor-
mation of the response data is the most appro-
priate one? The maintained-gradient proce-
dure, like the equalization procedure, suffers
from the fact that S+’s and S—’s along the
same dimension cannot be independently
varied in terms of their distances from other
values along the dimension.

On the equalization procedure, the period
of massed extinction at one value was definitely
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responsible for the minimum at that value in
subsequently obtained gradients. This conclu-
sion is warranted because responding to all
stimulus values had been demonstrably equal
just before the period of massed extinction,
and no further reinforcements were given at
any value. In the maintained-gradient pro-
cedure, however, even if initial equalization of
responding is arranged (as in Reynolds, 1961),
the later stages that involve (a) reinforce-
ment at one or several values along the dimen-
sion, and (b) interspersed extinction at other
values, make it impossible to separate the
effects of reinforcement from the effects of
extinction.

Another problem, which applies to both the
maintained-gradient method and the equaliza-
tion procedure, is created by the use of test
stimuli that are not novel for the subjects.
Maintained gradients cannot easily be com-
pared to gradients obtained in conventional
generalization tests with novel stimuli. In fact,
some experimenters prefer to call the former
“discrimination gradients”; they would reserve
the term “generalization gradient” for those
situations in which subjects are given one or
very few generalization tests, entirely novel
test stimulus values are used, and there is no
differential . reinforcement delivered during
testing.

One other intradimensional procedure ought
to be mentioned that does not fit simply into
either the equalization or maintained-gradient
category, but has aspects similar to both.
Thomas and Lanier (1962) used it to compare
wavelength gradients in groups of human sub-
jects trained either to respond or not to re-
spond to a particular value (525 nm). Verbal
instructions were employed to generate the
two different response tendencies. Both groups
were instructed to press a telegraph key, but
one group was told to release the key when-
ever 525 nm was presented and to keep press-
ing it whenever other wavelengths were pre-
sented; another group was told to keep pressing
the key whenever 525 nm was presented but
to release it whenever other wavelengths were
presented. Generalization gradients plotting
frequency of the release response wvs. wave-
length for the two groups were strikingly simi-
lar, except that one was the inverse of the
other. Thomas and Lanier suggested that when
pre-generalization-test procedures (instructions)
are arranged to ensure more or less equivalent



384

tendencies to respond and not-to-respond, gen-
eralization gradients would be virtually the
same for the two tendencies.

These findings might not be meaningfully
related to EGs and IGs obtained in animal
studies. Humans have had a long prior history
of labelling and discriminating colors. Simul-
taneous use of positive and negative values
along one dimension makes it hard to separate
excitatory from inhibitory effects. ‘“Releasing”
and “pressing”, two specific responses, are
probably not appropriate analogs for the op-
posing response tendencies usually thought to
be involved in comparisons of excitatory and
inhibitory control. In Jenkins’ (1965) analysis
of inhibitory effects in animal studies, he
pointed out that not-responding may involve
a variety of topographically different behaviors;
but Thomas and Lanier gave their subjects
only two alternatives, releasing or pressing.

Jenkins’ argument about the asymmetry of
EG and IG methods does imply that if sub-
jects are required to make a specific response
in S—, EGs and IGs ought to be much more
similar than usual. However, if subjects are
literally forced to make a specific different re-
sponse in S—, as was done in Thomas and
Lanier’s study, it is legitimate to label the out-
come an “IG”? It would seem more appropri-
ate to call it an “EG” for a different response
(cf. Migler and Millenson, 1969).

B. INTERDIMENSIONAL AND INTERMODAL
METHODS

All intradimensional methods for obtaining
IGs suffer from the fact that an experimenter
cannot vary the distance of a test value from
S— without also changing the distance of the
test value from S+. Thus, any clear or direct
separation of excitatory and inhibitory dimen-
sional control is virtually impossible. More-
over, intradimensional methods for obtaining
1Gs normally involve pretraining procedures
that are not very comparable to those typically
used for bbtaining EGs. To eliminate or mini-
mize these deficiencies, several interdimen-
sional and intermodal methods have recently
been developed.

1. Basic Orthogonal Procedure

A new method for obtaining EGs and IGs
after highly similar pretraining was indepen-
dently devised by Jenkins and Harrison (1962;
see also Jenkins, 1965), Schwartzbaum and
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Kellicut (1962), and Honig, Boneau, Burstein,
and Pennypacker (1963). It has subsequently
been applied and extended by Terrace (1966b),
Farthing and Hearst (1968), Hearst (1968,
1969), Marsh (1968), Nevin (1968), Newman
and Benefield (1968), Vetter and Hearst (1968),
Desiderato (1969), Hoffman (1969), Lyons
(1969a), Weisman (1969), Weisman and Palmer
(1969), and Yarczower (1970). The critical and
novel aspect of this procedure is the use of a
dimension of S— that is orthogonal to dimen-
sions of S+. Since S+ does not meaningfully
lie anywhere on the generalization dimension,
different distances from S— on that dimension
are all presumed to be at equal distances from
S+.

For example, in one of Jenkins and Harri-
son’s experiments, S+ was a white noise and
S— was a tone of 1000 Hz. Subsequent varia-
tion of S— along the auditory frequency di-
mension during generalization testing in ex-
tinction presumably did not move S— any
closer to or farther away from the white noise.
Thus, the obtained IGs with a minimum at S—
could not have been contaminated by the in-
fluence of a nonhorizontal EG along the S—
dimension. As Jenkins and Harrison state, by
such a procedure “the inhibitory gradient
would be an analog to the simple excitatory
gradient because in testing for the excitatory
gradient we do not move toward or away from
a previously nonreinforced stimulus value as
we move toward or away from the reinforced
stimulus value (1962, p. 435).”

Honig et al. (1963) used a similar technique
to compare EGs and IGs along a visual dimen-
sion. One group of pigeons learned a succes-
sive discrimination involving (a) intermittent
reinforcement for pecking at a white key on
which a black vertical line (S+) was projected,
and (b) extinction for pecking at the key when
the black line was absent (S—). The EGs were
then obtained by varying the orientation of
the black line during extinction, as on the
standard Guttman-Kalish procedure. A differ-
ent group of pigeons learned the reverse dis-
crimination: S+ was the blank white key and
S— the key with the vertical line on it. The
IGs were then obtained from these subjects
during extinction, in exactly the same way as
for the EG. Since the blank key is presumably
no closer to any one line tilt than to any other,
EGs and IGs obtained by this method should
be free of contamination from nonhorizontal
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line-tiit IGs and EGs respectively. Although
the total number of responses made to line
orientations during determinations of IGs in
Honig et al’s experiment was appreciably
smaller than during determination of EGs, the
EGs and IGs based on relative response mea-
sures (per cent of total responses) did not differ
very much, except for the fact that one gradi-
ent was the inverse of the other.

Like the equalization procedure, the simple
orthogonal method may be conceptualized as
involving an initially horizontal EG along a
dimension, which summates with the relatively
steep IG produced by subsequent extinction
at one value along that dimension. On the
equalization procedure, the initially horizontal
EG is experimentally established by nondiffer-
ential reinforcement at all points along the
dimension, whereas on the orthogonal pro-
cedure all points along the S— dimension are
merely assumed to be the recipients of equal
excitatory generalization from S+4. According
to this argument, nonhorizontal gradients ob-
tained on either procedure could be due only
to unequal inhibitory dimensional control, be-
cause excitatory effects are uniform all along
the dimension.

The orthogonal-training method for obtain-
ing IGs has several major strengths. First, un-
like the equalization procedure, it attempts to
vary S— along some dimension without also
varying the distance of these dimensional
values from reinforcement-correlated stimuli.
Therefore, in theory at least, it will permit
clearer isolation of control by a dimension of
S— than does the equalization procedure.
Second, very similar pretraining is given all
subjects before determination of EGs and IGs;
only two stimuli are ever presented before the
generalization test, one stimulus associated
with reinforcement and the other with extinc-
tion. Third, the orthogonal procedure ensures
that the various generalization test values will
be equally novel for both groups; regardless of
whether subjects provide an EG or an IG, be-
fore the test they are exposed to only one value
along the generahzanon dimension. Thus, due
to the similarity of training and testing con-
ditions, the orthogonal technique ought to per-
mit much more meaningful comparisons of
EGs and IGs than is possible with the usual
application of the equalization technique. An
interesting possibility might be to use a com-
bination of the equalization and orthogonal
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methods® to determine both EGs and IGs (as
Weisman and Palmer, 1969, have attempted)
and thus to avoid some of the disadvantages
of the former method. However, with such a
combination, the problem of clearly separating
excitatory and inhibitory dimensional control
would still remain, since reinforcement and
extinction have previously occurred at differ-
ent points along the same dimension.

Although the orthogonal procedure repre-
sents an important methodological advance
over previous methods of obtaining IGs, several
problems arise in its application and interpre-
tation. First, it is usually difficult, if ever pos-
sible, to find an S+ with features or dimensions
that can be unequivocably stated to be ortho-
gonal to the dimension that an experimenter
wishes to study. If S+ is not actually equidis-
tant from all test values on the S— dimension,
then application of the entire method becomes
less appealing.

An obvious example of this problem faces
the experimenter who wants to determine EGs
and IGs along an intensity dimension: what
possible stimulus could he choose that would
be equidistant from all values along this di-
mension? Any conceivable “blank” stimulus
would have some intensity of its own and
therefore it could not fulfill the criterion of
equidistance. Usually this problem is much
more subtle than in the case of intensity gen-
eralization and therefore much more likely to
be overlooked.? In fact, almost every study that
has presumed equidistance between S+ and all
values on the S— generalization dimension is
open to possible criticisms of this kind.

A few examples should serve to illustrate
the problem. Marsh (1968) used a white light
on the pigeon’s response key as a stimulus
value orthogonal to the wavelength dimension,
but it is quite conceivable that behavior con-

*Following equalization training, Kling (1952) con-
tinued to provide reinforcement for responding to a
presumably orthogonal stimulus (black square) while
one value of white-circle size was being extinguished.

°Farthing, Koresko, and Hearst (1968) presented
strong evidence that the frequency of a clicking sound
(pulses per second) is not orthogonal to the absence of
a sound; the latter could be conceived of as lying on
the click frequency dimension (at 0 pps). In that study,
peak shift toward the higher click frequencies was often
obsérved in gradients following discrimination training
with S+ (click) and S— (silence), but was not obtained
after simple VI training to one click value. Some aspects
of these findings resemble the phenomenon labelled
stimulus intensity dynamism by Hull (1949).
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ditioned in the presence of a white light would
occur more to some wavelengths on the key
than to others—perhaps because of impurities
in the whiteness of the light or because of un-
known preferences or actual physical similari-
ties based on saturation or intensity (see also
Blough, 1966, pp. 363-364). If this were the
case, one would have to utilize psychophysical
data and to control or randomly vary the
intensity and saturation of the training and
test stimuli much more efficiently than is usu-
ally possible with the miniature display cells
that are frequently used to project stimuli in
studies of this sort. Analogously, Terrace’s
(1966b) and Lyons’ (1969a, 1969b) choice of a
white vertical line on a black background to
serve as a stimulus value orthogonal to the
wavelength dimension may not be entirely sat-
isfactory. Various wavelengths may be closer
than others to the line stimulus in terms of
intensity or saturation.

The vertical line vs. blank (no line) visual
discrimination used by Honig et al. (1963),
Hearst (1968, 1969), and many others for ob-
taining IGs can be similarly criticized. If birds
consistently look at a specific area at the top or
bottom of the key, near to where the black
vertical line is projected on S— trials, then
variation of the orientation of the line away
from the vertical might make that area on the
key more “like” its value during S+ (that is,
there is more “blank” space in that area when
the line is rotated away from it). Variations in
what has usually been presumed to be only a
dimension of S— may also have involved cor-
related changes in some property of S+. There-
fore, these experimenters could have been
measuring an excitatory rather than (or in
combination with) an inhibitory effect.

In their first experiment to determine IGs
for auditory frequency, Jenkins and Harrison
(1962) observed a slight rise in responding at
the higher frequencies. They pointed out that
this result could be explained on the assump-
tion that tones of higher frequency are less
loud to the pigeon and hence are more similar
to S+ (which was the absence of a tone in that
experiment). In this case an auditory rather
than a visual dimension was involved, but the
possibility again illustrates the practical diffi-
culty of discovering an S+ that is equidistant
from all values on S— dimension.

All these examples should re-alert workers
in this area of research to the related question
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of whether the nominal, experimenter-defined
stimulus dimension is really the functional di-
mension for the subject. Many prior research-
ers (see a review in Sutherland, 1961) have
demonstrated that animal subjects may attend
mainly to very specific features of a complex
stimulus in learning a discrimination, or may
attend to dimensions other than the one or in
addition to the one which the experimenter
had intended. Such outcomes would seem more
likely with increasingly complex training stim-
uli. The fact that the “orthogonal” discrimi-
nation in Terrace’s (1966b) and Lyons’ (1969a,
1969b) experiments (i.e., white line on a black
background vs. a wavelength) could be learned
on the basis of color or intensity differences, as
well as on the basis of the presence vs. absence
of a white line, certainly seems to make inter-
pretation of any eventual line-tilt gradients
very difficult (see a discussion of this point in
the next section on combined-cue procedures.).
Beale and Corballis’ (1968) tentative explana-
tion (“beak shift”’) of interocular mirror-image
reversal effects in pigeons provides another
example of how subjects may possibly be con-
trolled by cues not considered by the experi-
menter. In studies with retarded boys, Touch-
ette (1969) showed that even tilted lines may
themselves be very complex stimuli.

One conceivable way of answering skeptics
who may argue in specific cases that S+ is not
in fact equidistant from all values along the S—
dimension would involve an actual demonstra-
tion of the orthogonality of S+ to the general-
ization dimension of S—. Such empirical tests
for orthogonality would be very valuable, but
the best way of performing them is not yet
known. Prior attempts have not yielded a clear
solution.

Jenkins and Harrison (1962), Farthing and
Hearst (1968, p. 749), and Lyons (19694) all
reported results of such a test. In the Farthing
and Hearst report, for example, some birds
were first given the usual VI reinforcement to
a blank white key for seven sessions; but then,
without any further training, a standard “gen-
eralization test” was administered that in-
cluded the blank stimulus and six orientations
of a black line bisecting the white key. Unlike
subjects in EG or IG groups, these birds had
never seen a line on the response key before
the generalization test. Although some individ-
ual subjects responded more frequently to cer-
tain line orientations than to others, the ave-
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rage line-tilt gradient for the group was
approximately flat, lending support to the pre-
sumption that the blank stimulus was equidis-
tant from values on the line-tilt dimension.
Jenkins and Harrison’s and Lyons’ comparable
control data also revealed essentially horizon-
tal gradients along the dimensions (tonal fre-
quency and line-tilt respectively) that they ex-
amined for S— generalization in their birds.
Such results would satisfy one possible opera-
tional definition of orthogonality: a flat, above-
zero gradient along some presumably unre-
lated dimension after reinforcement training
to a certain stimulus display.

Unfortunately, however, these empirical
tests for orthogonality have serious weaknesses.
First, a flat group gradient might merely con-
ceal individual preferences (lack of orthogon-
ality) for various values along the potential S—
dimension—idiosyncratic “preferences” which
Farthing and Hearst did notice in several sub-
jects and over which the experimenters appar-
ently had little or no control. No one can yet
state why a specific bird may peck at or look
at a particular area of a blank key, and, as
suggested above, variation of the tilt of a line
may have different effects, depending on what
area of the key a bird actually does attend to.
Unless one is interested only in group func-
tions, a method is needed for measuring a sub-
ject’s preferences along a dimension before
actual training with stimuli on that dimension,
but this seems impossible to accomplish with-
out obvious contamination of later generaliza-
tion measures.

Second, the occurrence of a flat gradient
does not provide very strong evidence that test
values along the potential S— dimension are
actually equidistant from S+. As is often the
case with flat gradients, the test procedure may
simply not have been sensitive enough to re-
veal differential control by values along the
dimension (see, for example, the attention vs.
cue utilization experiments of Newman and
Benefield, 1968, and Honig’s review, 1969).
Third, and most important, however, is the
possibility that a flat gradient obtained on
such a test of orthogonality may be useless as
an indicator of the degree of orthogonality

- that actually exists following S+ vs. S— train-
ing in the experimental groups. For example,
Farthing and Hearst’s birds may have begun
to look consistently at a particular area of the
key only after differential reinforcement had
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been supplied for responding to the blank S+
vs. the line S—. Such differential reinforce-
ment is an integral part of the training phase
on the orthogonal procedure, but it may de-
stroy ‘“orthogonality”. This major problem of
discovering an orthogonal §+4 and of ensuring
that it remains equidistant from values on the
generalization dimension of S—, even in the
face of subsequent differential training, re-
quires more serious consideration than it has
received in the past.

A second major problem with application of
the orthogonal procedure arises because gen-
eralization of behavior from S+ to the ortho-
gonal S— dimension is often very limited.
Thus, even if the first problem were somehow
resolved and we could be fairly confident that
S+ was equidistant from all values along the
S— dimension, presentations of values along
that dimension might yield so little overall re-
sponding that graded decremental effects would
be difficult to detect. After a preliminary phase
of VI reinforcement to a blank response key,
the response rate of pigeons to the initial pre-
sentations of a key with any line on it is only
40 to 609, of response rate to the blank S+
(Farthing and Hearst, 1968; Hearst, 1969). The
average response output to various line tilts
during later generalization testing ought there-
fore to be typically lower when line-tilt serves
as the S— continuum than when it serves as
the S+ continuum and the blank is S—.

In addition to this initial difference in level
of responding along the line-tilt dimension,
which depends on whether behavior is origi-
nally acquired and reinforced to a line-tilt or a
blank, the effects of later discrimination train-
ing in which responding is extinguished to a
line-tilt in the IG group will also serve to make
absolute IGs much shallower than EGs ob-
tained for comparison (see the results of Honig
et al. [1963], Jenkins and Harrison [1962], and
Hearst [1968, 1969]). It is interesting that
Spence and Hull assumed that IGs are shal-
lower than EGs, which enabled them to ac-
count for learning and maintenance of be-
havior under partial reinforcement (i.e., rein-
forcement and extinction at the same stimulus
do not cancel each other out). However, the
fact that this difference is experimentally ob-
tained with the orthogonal procedure seems
more a function of specific aspects of this
method than a confirmation of Spence and
Hull’s assumptions (see also Graham, 1943, p.



388

865). Jenkins’ (1965) incisive discussion of the
asymmetry inherent in comparing EGs and
IGs by means of the orthogonal procedure is
closely related to the above points. His argu-
ment also implies that the orthogonal pro-
cedure will yield IGs that include appreciably
fewer responses than are present in EGs along
the same dimension.

The fact that behavior occurring in S+ may
be drastically reduced by the presentation of
stimulus values along an orthogonal dimension
created a serious problem in the interpretation
of an important experiment performed by
Terrace (1966b), which we mentioned briefly
earlier in this article. He found that some
birds learn the discrimination (S+: white line
on a black background; S—: 550 nm of light
for one bird, 580 nm for three other birds)
with virtually no errors following 14 days of
VI training to S+ alone. In other words, these
“errorless” subjects showed almost no initial
generalization of behavior from S+ to some
wavelength. When Terrace subsequently var-
ied wavelength from 490 to 670 nm in 10 to 20-
nm steps, he obtained very flat gradients with
virtually zero responding all along the wave-
length (S—) dimension.

Although Terrace concluded that IGs are
flat after such errorlessl® training, this conclu-
sion seems unwarranted to us. When values
far from S— produce zero responding there is
no way to measure less responding at S—. Sub-
zero response tendencies may actually differ in
strength but a “floor effect” prevents detection
of any such differences (see also Reynolds
[1964], Eckerman [1967], Vetter and Hearst
[1968], Johnson, Kinder, and Scarboro [1969],
and Farthing and Hearst [1970] for other ex-
amples and discussions of this type of prob-

Terrace’s procedure of selecting “errorless” subjects
on the basis of their actual performance on the original
discrimination seems virtually to ensure a zero baseline.
These subjects had never responded to the S— wave-
length *during training, and if the wavelength dimen-
sion is in fact orthogonal to the S+, then the subjects
would be expected to emit almost no responses along
the entire wavelength dimension. A less dubious way
of arranging for errorless subjects would appear to be
through the use of some experimental manipulation,
such as “fading”, to achieve errorless learning, rather
than through the selection of subjects with a strong
initial tendency not to respond to wavelengths after S+
(line) training. Bernheim (1968), Farthing and Hearst
(1968), and Hearst (1969) have discussed these points in
some detail and have remarked on their relevance to
the 1967 controversy between Terrace and Deutsch.
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lem). Although Terrace may very well be cor-
rect that errorless discrimination learning
leads to flat IGs, his experiment does not ap-
pear to permit this strong conclusion. Some
way has to be found to raise the overall level
of responding during the generalization test
so that dimensional control, if it exists, can
be detected. The next two sections of this
article describe possible methods of accom-
plishing this goal.

2. Combined-Cue Tests

When little or no responding occurs along
the S— dimension during generalization tests
after orthogonal pretraining, assessment of di-
mensional control becomes extremely difficult.
The next two methods we discuss (“combined-
cues” and ‘“resistance-to-reinforcement”) are
attempts to handle this problem, primarily by
modification of the generalization test pro-
cedure itself. Both methods are designed to
elevate response output during testing to a
level high enough to permit reliable detection
of graded decrements along the generalization
dimension. If these new ways of testing do
achieve this goal, they will solve one of the
two major problems we mentioned with the
standard orthogonal procedure. Based on re-
sults thus far, our current opinion is that resis-
tance-to-reinforcement testing is much superior
to combined-cue testing, but we will describe
the latter procedure first.

In a combined-cue test, values along the S—
dimension are presented simuitaneously with
a well-trained S+ that is either orthogonal to
the S— dimension or comes from another mo-
dality. Since the isolated presentation of this S+
produces a great deal of responding, its com-
bination with S— values during generalization
testing should increase behavior along the S—
dimension to a level well above that to the S—
values alone. If combinations of this S+ and
a variety of specific values along the S— dimen-
sion do yield a reliable gradient with a mini-
mum at or near S—, then dimensional control
around S— is thereby demonstrated.

Furthermore, a simpler post-training test
may be given in which responding to S+ is
compared to responding to the simultaneous
presentation of S+ and S—. If this novel com-
bination of S+ and S— produces appreciably
less behavior than occurs to S+ alone, then S—
is thereby demonstrated to be an inhibitory
stimulus—provided of course that appropriate
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control groups (e.g., without prior exposure
to or extinction to S—) yield much less or no
reduction of behavior when the S— value is
added to S+. This control result would elimi-
nate the possibility that the decrements in the
experimental group were due to the mere nov-
elty of such a combination or to stimulus
change alone. By analyzing generalization
gradients along the S— dimension and the
effects of simply combining the specific S+
and S—, an experimenter would have a basis
for deciding not only whether dimensional
control existed around S—, but also whether
S§— was itself an inhibitory rather than a neu-
tral stimulus (see Section IV).

Within the combined-cue method, S+ serves
the vital function of producing a strong re-
sponse for S— values to reduce. In the standard
orthogonal method for obtaining IGs, on the
other hand, the experimenter relies on the
power of unspecified situational cues (which
had been present during the reinforcement of
operant behavior), or on generalization from
S+ to the S— dimension, to produce enough
responding to enable measurement of differen-
tial behavior during generalization testing in
extinction. Both the combined-cue technique
and the standard orthogonal technique for
determining IGs can be conceptualized as in-
volving a summation of uniform excitatory in-
fluences resulting from the association of rein-
forcement with S+ or situational cues, and
unequal inhibitory influences resulting from
the association of nonreinforcement with S—.
In his discussion of active tests for Pavlovian
inhibition Rescorla (1969a, 1969b) labels a
method that is very similar to our combined-
cue procedure the “summation technique”. We
prefer a different label, since virtually all the
methods discussed in this article (and in Res-
corla’s work) involve summation in some sense.

Because the combined-cue testing procedure
requires the simultaneous presentation of posi-
tive and negative values, the stimuli employed
as S+ or S— during pretraining must necessar-
ily be of a special kind. The S+ and S— must
differ in at least two features or dimensions,
since otherwise they could not meaningfully
be combined. For example, the S+ of no-tone
and S— of 1000 Hz used in one of Jenkins and
Harrison’s experiments (1962) could not them-
selves be combined without producing S— it-
self, as would also occur if the blank (S+) and
vertical-line (§—) visual stimuli of Honig et al.’s
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study (1963) were employed during initial
training. On the other hand, an appropriate
training pair for a pigeon might be S+ (red
light) vs. S— (white line on a dark background),
which differ in at least two ways: wavelength
and the presence vs. absence of a white line on
the key. During subsequent generalization
testing (which in past research has typically
involved variation of line tilt on its normal
dark background), different orientations of the
white line could be presented for the first time
on a red (S+) background. The experimenter
presumes orthogonality between the wave-
length dimension and the dimension of line
tilt, and between the properties of a blank key
and a key with a line on it, as he does with
the standard orthogonal procedure.

Previous applications of the combined-cue
technique have rarely involved the study of
generalization gradients. They have concerned
the identification of the inhibitory (reductive)
power of a specific stimulus, rather than in-
hibitory dimensional control. Examples of the
former type of study, which have often been
performed within a classical-conditioning par-
adigm, can be found in Pavlov (1927, see
Leporsky’s and Babkin’s experiments on pp.
75-77), Rodnick (1937), Cornell and Strub
(1965), Brown and Jenkins (1967), Hammond
(1967), Konorski (1967, e.g., pp. 320-321), Weiss
(1967), Bignami (1968), Bull and Overmier
(1968), Reberg and Black (1969), and Rescorla
(1969a, 1969b).

To our knowledge, the only published ex-
periments that have specifically employed the
combined-cue method to determine IGs in an
appetitive situation!! are the recent studies of

"We have concentrated on appetitive tasks in this
monograph because almost all studies of IGs in an
operant situation have employed such tasks. However,
the methods of Desiderato (1969) and Hoffman (1969)
in operant aversive situations did yield IGs for Pavlo-
vian CS—s by means of essentially a combined-cue pro-
cedure. For example, Desiderato obtained clear EGs
and IGs with a Sidman avoidance hurdle-jumping re-
sponse. The experiment included two different groups
of dogs that had received prior Pavlovian orthogonal
training either with (a) CS+ (800-Hz tone) and CS—
(clicker), or (b) CS+ (clicker) and CS— (800-Hz tone);
shock was the US. Discrete presentations of auditory
frequencies ranging from 250 to 2600 Hz, or the clicker,
were given during avoidance extinction. Thus, the
generalization test involved novel combinations of audi-
tory values and the general situational cues that pre-
sumably controlled the avoidance response. Avoidance
response rate was moderately high, so that both in-
creases and decreases in the baseline could be measured.
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Lyons (1969a) and Yarczower (1970). In Lyons’
experiment, for example, pigeons were trained,
either with or without errors, to discriminate
between S+ (green light, 555 nm, illuminating
the entire response key) and S— (a white ver-
tical line on the otherwise black key). Half the
subjects subsequently received generalization
tests in which line tilt was varied on its usual
black background, whereas the other half re-
ceived tests in which the tilt was varied on a
green (S+) background. By presenting the dif-
ferent S— test lines to one half of the birds on
a background consisting of the S+ color, Lyons
tried to ensure that at least half of his birds
would produce a high response output during
testing. As Lyons pointed out, and as we have
noted above, Terrace’s (1966b) finding of flat,
near-zero gradients along an S— dimension in
subjects trained without errors could have re-
flected merely the operation of a “floor effect”,
which prevented the detection of any differ-
ential response strengths along the S— dimen-
sion. “A test in which each test angle is super-
posed on the 555-nm light can be expected to
induce greater responding in the presence of
those stimuli, possibly revealing differences
in response strength which Terrace’s pro-
cedure may have concealed (Lyons, 1969a,
p. 491).”

In Lyons’ published report he concentrated

on measures of relative generalization, which
revealed some surprising effects: subjects
trained either with or without errors exhibited
maximum responding at the S— (vertical) line
tilt in the combined-cue (superimposition) test
groups, whereas irregular gradients (“errorless”
group) or gradients with a minimum at S—
“errors” group)!? were obtained in subjects
for which line tilt was varied on its usual black
background. Lyons also mentioned that the
presence of the S+ color did increase overall
generalization-test output for subjects trained
with errors, as compared to the output of simi-
larly trained subjects that were tested without
the superimposed S+ color. In Lyons’ error-
less and control (“‘S4 alone” training) groups,
on the other hand, superimposition did not
produce any significant response augmenta-
tion.

Yarczower (1970) reported that a similar
superimposition test did not consistently in-
crease responding in his birds, all of which
learned the discrimination with errors. There-
fore, in Lyons’ and Yarczower’s studies the
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combined-cue technique did not succeed very
well in its main purpose, which was to raise
the response output during generalization
testing.

Lyons concluded that “there is no negativity
(in the sense of response suppression) con-
nected with the negative stimulus for the error-
less group (1969a, p. 491).” Lyons is presum-
ably using the word “negativity” in the sense
in which we have defined an “inhibitory stim-
ulus”, that is, in terms of the learned capacity
of a stimulus to reduce behavior regardless of
whether evidence of specific dimensional con-
trol is also obtained. However, we do not
understand the exact basis for Lyons’ specific
conclusion, since the appropriate way to deter-
mine the negativity of S— would involve a
comparison of response output in the presence
of S+ (555 nm) and response output in the
presence of a combination of S+ and S— (e.g.,
555 nm plus the vertical line). To further in-
terpret such a comparison, a single-stimulus
control group (which Lyons also included in
his experiment) provides indispensable infor-
mation concerning the extent of the decrement
produced by mere stimulus change or by the
novelty of the combination of S+ and S—, i.e.,
after intermittent reinforcement to a 555-nm
stimulus only, how much reduction in respond-
ing would occur when a novel vertical line is
superimposed on the 555-nm stimulus? Unfor-
tunately, a comparison of (a) responding to S+,
with (b) responding to the combination of S+
and S—, was not possible in Lyons’ study, be-
cause during generalization testing he never
included trials with S+ alone in any of his
groups. Thus, no baseline was established from

“Robert Kaplan of the University of California
(Berkeley) has suggested an ingenious but thus far un-
tested explanation of this paradoxical result in the
“errors” group. If Lyon’s birds mastered the original
discrimination mainly on the basis of color, a salient
dimension for pigeons, then the birds may have main-
tained visual fixation on either the left or right half
of the response key—a place that was always either
completely green or completely black. Subsequently, as
the line was varied from vertical to horizontal on a
black background during generalization tests, the “effec-
tive stimulus” for nonresponding (e.g., a solid black
space on the left half of the key) was changed—it was
no longer a completely black area—and responding to
it should increase. As the line was varied from vertical
to horizontal on a green background, the effective stim-
ulus for responding (e.g., a solid green space on the
left) was changed—it was no longer a completely green
area—and responding should decrease.
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which to measure the decremental effects of
§—13,

Lyons (1969b) performed an important
counterpart to the above experiment. Three
main groups of subjects (errors, errorless, and
single-stimulus control) were tested for control
along a dimension of S+ following pretraining
to the stimuli used in his other experiment
(i.e., S+ [555 nm]; S— [white vertical line on
a black surround]). Each of the three main
groups was subdivided into two subgroups,
and visual wavelength was varied during gen-
eralization testing either (a) with a superim-
posed vertical line always present on the key,
or (b) with no line ever present on the key.

Steep gradients along the wavelength dimen-
sion, with a maximum at 555 nm, occurred in
every group. Furthermore, responding in all
three groups was decreased by the superimpo-
sition of the S— line on the colored back-
ground. Interestingly, this reduction was sig-
nificant only in the errorless group. According
to our discussion above, the most appropriate
measure of the inhibitory (reductive) effects
of the vertical line involves a comparison of
those trials on which S+ was presented alone
and those on which it was combined with the
vertical line. In his published report, Lyons
did not present exact data concerning this
comparison, but a personal communication
from him revealed that the addition of the ver-
tical line reduce responding at 555 nm (S8+)
by 429, in the control group, 489, in the with-
errors group, and 709, in the errorless group.
This is the kind of evidence, lacking in Lyons’
other experiment, that one needs to determine
whether S— is an inhibitory stimulus. Re-
sponding at S+ can be compared with respond-
ing to a combination of S+ and S—, and a sep-

3In recent work with a procedure similar to Terrace’s
(1966b) we have included trials with S+ alone (555 nm)
among the series of generalization test stimuli. Every
bird, but especially those learning without errors (not
defined via a fading procedure, or by the response-pre-
vention method Lyons used, but through post hoc se-
lection of the kind Terrace (1966b) used), responded
much less (usually a decrease close to 100%) when S+
and S— (vertical line) were combined than when S+
was presented alone. Therefore, S— does not appear to
be a neutral stimulus following this kind of learning-
without-errors. However, all these experiments ought
to be repeated with errorless learning induced by a
fading procedure (see Footnote 10) and with the inclu-
sion of a comparison group that receives presentations
of S+ with reinforcement and no presentations of S—
during training (single-stimulus control).
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arate control group permits evaluation of the
generalization decrement to be expected merely
by adding a novel line to the green S+.

Since reduction of S+ responding by the
vertical line was significantly greater in the
errorless group than in the single-stimulus con-
trol group, one has a basis for the conclusion
(which Lyons also reached, but on the basis
of overall generalization test responding) that
his errorless S— was an inhibitory stimulus; it
weakened behavior much more than the same
stimulus presented after S4-only training. This
is virtually the opposite of Terrace’s (1966b)
conclusion that an errorless S— functions as a
neutral stimulus. The conclusion from Lyons’
work is based on a response-reduction defini-
tion of an inhibitory stimulus, which bears
obvious similarities to the criterion Deutsch
(1967) employed when he argued that Ter-
race’s results demonstrate greater inhibition
by S— following errorless discrimination learn-
ing than following learning with errors. Prob-
lems of this kind were discussed earlier in this
article, where we pointed out that Terrace
uses a U-shaped empirical gradient along an
S— dimension as his criterion for deciding
whether or not S— is inhibitory. Some final
comments on these definitional problems will
be reserved for the last sections of the present
article. However, since Terrace’s and Lyons’
procedures for obtaining learning without er-
rors were so different (post hoc selection wvs.
response prevention), it would be worthwhile
for someone to repeat Terrace’s training pro-
cedure and then to attempt a combined-cue
test. Until that information is available, the
applicability of Lyons’ conclusions to Terrace’s
situation cannot be clearly evaluated.

Since the combined-cue technique has not
yet been tested sufficiently, it is really prema-
ture to attempt an evaluation of its overall
worth for studying stimulus generalization. If,
unlike Lyons’ and Yarczower’s general find-
ings, the technique often does accomplish its
main purpose of producing appreciable be-
havior along the S— dimension, especially in
cases where the absence of S+ yields near-zero
behavior, then it will probably be a useful ad-
dition to an experimenter’s list of procedures
for determining IGs. It retains many of the
advantages of the standard orthogonal pro-
cedure, which we enumerated in the last sec-
tion of this article. Furthermore, data from
the technique can provide an “active” test of
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whether S— itself is an inhibitory stimulus,
like the summation method Rescorla (1969a,
1969b) recommends for detecting Pavlovian
conditioned inhibitors. Perhaps intermodal
combinations (e.g., light and tone: Weiss, 1967;
Rescorla, 1969a; Wagner, 1969b; vom Saal and
Jenkins, 1970) will prove more effective than
intramodal combinations (Lyons and Yarcz-
ower) in the study of dimensional control. Al-
though relatively untested in studies of dimen-
sional control, intermodal combinations have
been the method of choice for studying inhibi-
tory control by a specific stimulus via the com-
bined-cue technique.

In spite of possible advantages, we do not
feel too hopeful about the ultimate utility
of the combined-cue method in studies of
stimulus generalization, particularly when in-
tramodal combinations are involved. Several
disadvantages of this combined-cue method ap-
pear serious. First, orthogonal dimensions are
hard to find, and the same comments we made
earlier concerning this point apply with even
greater force to the combined-cue procedure.
Because the pretraining S+ and S— must differ
in more than one aspect or dimension in order
to enable a meaningful combination of cues,
there is an even greater chance that S+ will
not be equidistant from all values along the
S— dimension. In Lyons’ and Terrace’s experi-
ments, the S+ and S— were a wavelength of
light vs. a white line on a dark background.
These stimuli differed in color, in the presence
of a line, probably in intensity, etc. Perhaps
this kind of problem could be partially solved
by random variation of certain (irrelevant) di-
mensions, e.g., intensity, during initial dis-
crimination training.

Second, the inevitable cue redundancy in the
original discrimination would probably reduce
the chances of subjects attending to any single
dimension or feature of S—. Gradients around
S— may prove relatively flat, not because di-
mensional control is typically absent following
a particular kind of discrimination training,
but because another dimension or feature over-
shadows the generalization test dimension as a
probable basis for the original discrimination
(see Footnote 12). In that event, variation of
the more powerful or salient dimension might
have yielded clearer evidence of dimensional
control.

Third, the redundancy of the original dis-
crimination may make it so easy that numerous
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subjects acquire it virtually without errors;
many of Terrace’s and our recent subjects on
a similar procedure have done this. There-
fore, gradients obtained after such training
may not be particularly applicable to the anal-
ysis of ordinary discrimination learning, which
typically involves an appreciable number of
responses to S—.

To determine whether a given S— is an in-
hibitory or neutral stimulus, the above-men-
tioned series of tests comparing behavior in S+
to behavior in the presence of a combination
of S+ and S— provide a relatively direct
method for isolating the ‘“active” inhibitory
function of an S—. Another way of achieving
this goal involves a test procedure in which
a former S— is converted into an S+ by the
introduction of reinforcement during that
stimulus. This technique of studying the “re-
tardation of the development of a CR” (Res-
corla, 1969a, 1969b) by a stimulus formerly
associated with nonreinforcement is similar in
rationale to the one for obtaining IGs to which
we now turn.

3. Resistance to Reinforcement

A recurrent problem in the application and
interpretation of methods for determining IGs
has been the small amount of responding that
may occur along an S— dimension during gen-
eralization tests. Recently, we have developed
a new test procedure (Besley and Hearst, 1969)
that appears to cope successfully with this
problem. The basic idea is extremely simple:
instead of the standard method of extinguish-
ing behavior at all values during tests for the
IG, we provide VI reinforcement for respond-
ing at all the test values. Well-above-zero re-
sponse rates along the entire S— dimension
ought to be ensured by the uniform availabil-
ity of reinforcement. If some values along the
S— dimension are actually more inhibitory
than others, then they ought to resist the in-
fluence of reinforcement more strongly.

This method is practically the reverse of the
popular Guttman-Kalish procedure for obtain-
ing EGs. On the Guttman-Kalish procedure,
behavior is first intermittently reinforced at
one stimulus value and then resistance to ex-
tinction is examined at a variety of different
test values along a dimension. On our pro-
cedure, however, behavior is first extinguished
at one stimulus value and then resistance to
reinforcement is examined at a variety of dif-
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ferent test values along a dimension. Our ini-
tial applications of the resistance-to-reinforce-
ment procedure, to be described shortly, have
been successful in producing IGs with a total
amount of responding that is not lower than
in EGs obtained via the resistance-to-extinc-
tion technique.

The resistance-to-reinforcement method also
bears certain obvious similarities to the equali-
zation procedure we reviewed earlier, in the
section describing intradimensional methods.

On the equalization procedure (e.g., Honig,

1961), operant responding is first equalized by
intermittent reinforcement at various points
along a dimension and then one of these values
is presented while operant behavior is being
extinguished; subsequently, all values are re-
tested to determine the IG. The resistance-to-
reinforcement method amounts to a reversal
of the first two phases of the equalization pro-
cedure, since responding at one dimensional
value is first extinguished (with responding
usually maintained by reinforcement at an
orthogonal S+), and then an equalization
phase is run with uniform intermittent rein-
forcement at all test points along the dimen-
sion. This equalization phase is in fact the
“generalization test”, which can be continued
for one long period of time or repeated again
and again over many shorter sessions. The
method thereby permits observation of changes
in IGs that occur as a function of extended
testing—a clear advantage over the usual pro-
cedure of testing in extinction, where respond-
ing along the dimension may reach zero too
quickly to make lengthy testing for IGs feasible.

Rescorla (1969a, 1969b) presented a method
for detecting Pavlovian conditioned inhibition
that he calls the “retardation of learning”
method. This technique is based on the notion
that if a stimulus has become inhibitory, its
subsequent transfer into a CS+ ought to be
slowed up, compared to appropriate control
groups. “If conditioned inhibition and excita-
tion are subtractive of one another, then set-
ting up inhibition to a stimulus either prior to
or simultaneously with excitatory conditioning
should retard the development of an overt CR
(19690, p. 82).” The logic of Rescorla’s tech-
nique is thus extremely similar to the one we
have used to justify the resistance-to-reinforce-
ment method for obtaining IGs.

Like the combined-cue method for elevating
response output, the resistance-to-reinforce-
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ment technique can be conceptualized as in-
volving some kind of algebraic summation of
excitatory and inhibitory effects. In the com-
bined-cue procedure, different degrees of in-
hibitory control along the S— dimension are
presumably counteracted, and response output
thereby raised, by the simultaneous presenta-
tion of some important aspect of an excitatory
stimulus (S+). In the resistance-to-reinforce-
ment procedure, on the other hand, different
degrees of inhibitory control along the S—
dimension are presumably counteracted by the
uniform availability of primary reinforcement
(food) along the dimension.

Most prior experiments based on a method
analogous to our resistance-to-reinforcement
technique have employed classical-condition-
ing procedures and have focused on the mea-
surement of the inhibitory properties of a spe-
cific stimulus, rather than on the determina-
tion of generalization gradients. Studies of the
former kind include those of Pavlov (1927, see
especially pp. 196-200 and pp. 302-310), Kon-
orski (1967, see pp. 318-323 and other transfer
paradigms in Chap. VII; some of these are also
briefly discussed in Bignami, 1968), Hammond
(1968, who calls the method “reversal condi-
tioning”), and Rescorla (1969a, 1969b). Recent
studies of “latent inhibition”, in which nonre-
inforcement preexposures of a stimulus hinder
its later establishment as a CS+-, are also obvi-
ously related to the general method under dis-
cussion, even though no interspersed trials of
reinforcement to a different stimulus occur
during the preexposure period (see Lubow,
1965; Carlton and Vogel, 1967). The logic be-
hind numerous studies of discrimination rever-
sal is also quite similar to that of the resistance-
to-reinforcement method (e.g., Bower and
Grusec, 1964; Mackintosh, 1965; Trapold,
1966; Trapold, Lawton, Dick, and Gross,
1968).

To our knowledge, the only studies of gen-
eralization gradients that have utilized a pro-
cedure like that of the resistance-to-reinforce-
ment technique have been (a) the “retraining”
and “recovery” phases of Honig’s (1961, 1966)
studies of the generalization of extinction and
punishment, (b) an experiment concerned with
the generalization of latent inhibition during
classical eyelid conditioning of the rabbit (Sie-
gel, 1969), and (c) a wavelength generalization
experiment briefly described by Guttman (1965,
p- 216), who faced the problem of near-zero
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responding in the vicinity of S— when he tried
to measure ‘‘negative peak shift” following

intradimensional training. In order to detect

response decrements near S—, he provided uni-
form intermittent reinforcement at all test
values on the wavelength continuum. No de-
tails of Guttman’s results are given, but appar-
ently the method yielded only transient effects
in his pigeons, which had all been tested in
extinction previously.

Some current data from our laboratory will
be used to illustrate the resistance-to-reinforce-
ment technique. Pigeons are trained on a stan-
dard orthogonal discrimination (S+: blank
white key; S—: a thin black line bisecting the
white key) as in Farthing and Hearst (1968),
except that (a) a richer VI schedule (30 sec in-
stead of 1 min) is used in S+, and (b) each sub-
ject must achieve a 49, discrimination ratio
(S— responses/S+ responses) before receiving
the generalization test (Farthing and Hearst
gave different amounts of training to different
groups of birds, but in their 8- and 16-day
training groups the 49, criterion had been met
by the time IGs were determined). Details of
the generalization test along the line-tilt con-
tinuum are also essentially the same as in Far-
thing and Hearst’s report, except that the VI
30-sec schedule remains in force throughout
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the test. Thus, subjects receive the same rate
of reinforcement for responding to any of the
seven test stimuli.

Figure 1 displays group gradients for five
successive daily tests lasting approximately 50
min each (twelve 30-sec presentations of each
stimulus, alternated with 7-sec blackouts). For
the upper set of gradients, the S— during train-
ing had been a vertical line (0°), whereas for
the lower set it had been a line tilted 30° clock-
wise from the vertical. Both groups displayed
relatively steep IGs, with a large number of
total responses, on the first day of testing.
These absolute response levels were not very
different from those in typical EGs obtained
by the resistance-to-extinction method (see
Hearst, 1968, 1969). Evidence of dimensional
control persisted for two or three test sessions
in the gradients for both S— groups. Although
the Test I gradient for S— (0°) was fairly sym-
metrical around 0°, a mirror-image effect (i.e.,
minima at both +30° and —30°) occurred re-
liably in the S— (430°) group during Test I.
In our previous experiments (Hearst, 1968,
1969), which involved testing for the IG in ex-
tinction, this effect was seldom observed in em-
pirical gradients. But the resistance-to-rein-
forcement method has yielded mirror-image
effects in a majority of individual subjects.
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Fig. 1. Group median line-tilt gradients over five successive daily generalization tests with intermittent rein-
forcement at all stimulus values. The S— during training for the upper group (N=9) was 0°, for the lower
group (N =8) +30°. The point “B” on the right of the abscissa designates the blank (S+) value.
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As testing is continued, the gradients change
in several interesting ways. First, the effects of
prior nonreinforcement at S— do not disap-
pear very quickly. One might have predicted
that differential behavior to the various values
would stop soon after subjects had started re-
sponding fairly rapidly to all stimuli and were
receiving the maximum possible number of VI
reinforcements in each stimulus. However,
even during Test I the total numbers of rein-
forcements delivered at each stimulus value
were approximately equal in almost every in-
dividual subject. Despite such equated rein-
forcement, differential responding along the
dimension was observed during both halves of
the first test session, and it frequently persisted
for several sessions more in both grouped and
individual data.

Second, we have observed unexpected inver-
sions of gradient shape in more than 709, of
our individual subjects. As testing is continued
for as long as 12 sessions in both S— groups,
the entire gradient often “flops over” so that
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maximal responding occurs to values near S—
and minimal responding occurs to values far
from S—. This “flop-over” phenomenon does
not happen during the same test session for
every subject, so that group gradients usually
conceal it (but see Test V for the S— [0°]
group in Fig. 1).

Figure 2 illustrates this effect for an individ-
ual subject that received eight tests. Gradients
with maximum responding relatively far from
S— were obtained for three consecutive daily
sessions from this subject, but during the next
session the gradient began to change. By the
fifth test session, the entire gradient was in-
verted and this effect persisted for the remain-
ing sessions. A discussion of the possible sig-
nificance of this finding (e.g., its relevance for
the phenomenon of behavioral contrast) is be-
yond the scope of the present article. However,
the novelty and reliability of the finding seem
to provide an additional justification for fu-
ture study of the resistance-to-reinforcement
method.
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inforcement at all stimulus values. The S— during training was 0° for this subject.
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These data indicate that the resistance-to-
reinforcement technique is both a feasible and
sensitive procedure for studying generalization
along a dimension of S—. At the present time,
insufficient work has been done with the tech-
nique to permit a fair evaluation of its worth,
but mention of certain potential advantages
and disadvantages seems appropriate. We be-
lieve that the advantages far outweigh the dis-
advantages and we hope that the method will
receive frequent practical tests in the future.

On the surface at least, there seem to be
numerous strengths in the resistance-to-rein-
forcement method. It will certainly succeed in
raising response levels far above those nor-
mally obtained during tests in extinction.
Moreover, it should yield response rates low
enough to prevent ceiling effects and high
enough to prevent floor effects in group and
individual data. Because the absolute response
levels displayed in the IGs of Fig. 1 are not
far different from those typical of EGs ob-
tained by the conventional testing-in-extinc-
tion procedure, the meaningful comparison
and mathematical manipulation of EGs and
1Gs may be facilitated (see Hearst, 1969). Even
‘more accurate matching of response outputs in
EGs and IGs could probably be achieved by
appropriate selection of parametric values dur-
ing training and testing. Obviously, the actual
amount of responding during resistance-to-
reinforcement testing will depend on the VI
schedule, amount of reinforcement, etc.

Another important advantage involves the
lengthening of the duration of tests for dimen-
sional control. The standard testing-in-extinc-
tion procedure typically restricts determination
of IGs to one session of less than an hour, be-
cause subjects soon stop responding to all
values along the S— dimension. The data from
the new technique in Fig. 1 and 2 demon-
strated that dimensional effects may persist for
several sessions, during which time other inter-
esting and rather novel phenomena could be
observed.

Generalization tests with nondifferential re-
inforcement may prove useful not only in the
study of inhibitory control, as was stressed
above, but also in the detection and analysis
of the effects of various specific procedures on
EGs or postdiscrimination gradients (PDGs,
see Hearst, 1968, 1969). For example, the rapid
decline of responding to a near-zero level dur-
ing tests in extinction may have helped to con-
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ceal some potential effects of massed extinction
or “preextinction” in previous research (Honig,
Thomas, and Guttman, 1959; Hearst and Pop-
pen, 1965); reinforcement testing may permit
observation of these effects. In fact, no over-
whelming reason exists to support the almost
inevitable choice of testing-in-extinction for
studies in the field of operant stimulus gen-
eralization. In a relevant discussion, Suther-
land (1961, pp. 28-29) evaluated the usefulness
of two analogous forms of nondifferential test-
ing (i.e, uniform reinforcement or extinction)
in discussing transfer tests after learning of
shape discriminations in animals.

Compared to the combined-cue method, the
resistance-to-reinforcement procedure never re-
quires the use of a multiple redundant-cue dis-
crimination during the training phase. We
pointed out earlier that discriminations of that
kind do not permit very good experimental con-
trol over which dimension of S+ or S— the
subject will attend to. Therefore, they may
greatly limit the usefulness of the combined-
cue method for determining dimensional con-
trol. In contrast, the reinforcement method
can be used after almost any kind of training,
including discriminations based on only a
single feature or dimension. When used follow-
ing so-called orthogonal training, the resis-
tance-to-reinforcement method inherits many
of that procedure’s strengths and weaknesses,
which we have already enumerated.

Future experimenters may wish to arrange
a variety of different kinds of tests for control
by a dimension of S— within individual sub-
jects or for different groups of subjects. One
kind of test procedure may prove to be more
sensitive in a given bird than are the others.
For example, a few of our birds that have
shown flat gradients along a dimension of S—
during a conventional test in extinction have
revealed clear dimensional control during a
resistance-to-reinforcement test; on the other
hand, one bird yielded a flat gradient during
a test with reinforcement but produced an in-
cremental gradient around S— when later
tested in extinction. Such results motivated
our earlier suggestion that experimenters
should continuously attempt to compare a
variety of different test procedures for detect-
ing dimensional control, in order to avoid
false conclusions that may be drawn from flat
gradients obtained on only one type of test.
Rescorla similarly comments on the value of
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constant comparisons between the techniques
he labels the “summation” and ‘“retardation
of learning” methods.

The resistance-to-reinforcement method is
by no means free of potential weaknesses. Al-
though our research does not provide any evi-
dence for the possibility, it is conceivable that
certain subjects will quickly discriminate the
change to uniform reinforcement of all stimuli
and will soon stop responding differentially.
In that event, the test would hardly be a sensi-
tive indicator of dimensional control. How-
ever, the use of intermittent reinforcement
during training and testing ought to make
this outcome extremely unlikely.

Another problem might arise if, during test-
ing, a subject’s response rate to dimensional
values at or near S— remains so low that many
fewer reinforcements are actually received at
those values than at values far from S—. Such
an outcome could act to maintain indefinitely
a very low response output to values near S—,
an effect analogous to the accidental contin-
gencies that seem to account for many “stim-
ulus superstitions” of the kind reported by
Morse and Skinner (1957; see Footnote 6).
However, such a result has been extremely in-
frequent in our research. Even though re-
sponse rate:to values at or near S— is initially
low, subjects soon begin to respond to all
stimuli; almost every one of our subjects has
received approximately the same number of
reinforcements at each stimulus value during
Test 1. This is strong evidence that the shape
of our obtained gradients is determined ainly
by the nonreinforcement of responding at S—
during prior training and not by any inadver-
tent differential reinforcement received during
the test. The choice of a VI schedule, rather
than a ratio or other schedule for testing, is
certainly the single most important factor in
ensuring approximately equal numbers of re-
inforcements at all stimulus values. Even when
response rates are appreciably lower at some
stimuli than at others, the actual rate of rein-
forcement on VI schedules will remain about
the same in all stimuli so long as the subject
responds at least a few times during each stim-
ulus presentation.

Another potential problem with the resis-
tance-to-reinforcement technique is closely re-
lated to the one just mentioned. Owing to the
particular range, number, and sequence of in-
terreinforcement intervals constituting the VI

397

schedule, behavior could be temporarily faci-
litated or suppressed at certain test stimuli by
the chance delivery of an unusually large or
unusually small number of VI reinforcements
during presentations of these stimuli early in
the generalization test. These “local” effects
could persist long enough to affect gradients
over an entire session. Such effects have not
been apparent in our current work, but prob-
ably they can be completely avoided by modi-
fication of the VI schedule so as to arrange,
for example, at least one reinforcement avail-
ability and no more than x reinforcement
availabilities during each stimulus presenta-
tion. Our VI 30-sec schedule does not permit
more than two reinforcements to be obtained
during any 30-sec stimulus presentation.

Over the course of our generalization tests,
subjects receive many more reinforcements
than during their training sessions. Some sub-
jects have gained appreciable weight during
the test phase, especially when it continued
for 10 to 12 consecutive days. Thus, our spe-
cific procedure could create a problem in moti-
vational control. However, by appropriate
choice of VI schedule, session length, or
amount of reinforcement, such potential com-
plications ought to be preventable.

Results from the resistance-to-reinforcement
procedure may conceivably be influenced by
summation of separate EGs that develop
around each of the different test stimuli during
reinforced generalization testing. On a circu-
lar dimension such as line tilt this possibility
does not seem relevant, but with other dimen-
sions (e.g., wavelength) appropriate control
groups probably ought to be included. As
noted earlier, Honig (1961) employed an extra
group to evaluate potential summation effects
under the equalization procedure. The appli-
cation of similar control procedures in our
situation, say by giving some subjects only
initial training to an orthogonal S+ and then
administering a ‘‘generalization test” with
equal VI reinforcement along the S— dimen-
sion, would provide relevant data on this
point. Incidentally, the conventional testing-
in-extinction procedure of Guttman and
Kalish does not escape a similar complication,
since one could argue in their case that sepa-
rate IGs are being established around all the
different test values, which summate over the
course of testing to complicate interpretation
of the obtained EGs.



398

Finally, evidence of an incremental (U-
shaped) gradient around a former S— obtained
by the resistance-to-reinforcement method does
not in itself permit any strong conclusions as
to whether S— is a neutral or an inhibitory
stimulus. To answer this question, control
groups would have to be added to determine
whether responding at S— after the introduc-
tion of reinforcement takes longer to reach its
eventual asymptote than would be the case for
the same stimulus when it is, for example,
novel or irrelevant. This is also the essence of
Rescorla’s (1969a, 1969b) “retardation of learn-
ing” test for Pavlovian conditioned inhibition.
He compares the rapidity of CR acquisition
for at least two groups, (a) one that has had
prior training in which the new CS+ was never
followed by US, and (b) another that has had
prior training in which the new CS+ was pre-
sented independently of US. Discussion of such
a procedure leads naturally into the last major
section of this monograph, which summarizes
some tentative methods for establishing base-
lines of neutrality from which to measure ex-
citatory and inhibitory effects in operant con-
ditioning.

IV. THE QUEST FOR A ZERO POINT:
“NEUTRAL STIMULI”

Throughout this monograph we have argued
that the finding of an incremental gradient
around S— demonstrates merely that dimen-
sional control exists along the S— continuum;
it does not unambiguously indicate whether
S— is a neutral stimulus or an inhibitory stim-
ulus. Performance may be relatively low at S—
(a) because any response-evoking power origi-
nally possessed by S— has simply been coun-
teracted or neutralized by nonreinforcement,
or (b) because S— has itself acquired the “ac-
tive” capacity to reduce behavior. Distinguish-
ing between (a) and (b) presents logical, tech-
nical, and theoretical problems that often are
connected with the fact that, if a presumably
neutral stimulus produces little or no behavior,
then on most procedures it will be difficult
to measure the decremental effects of a com-
parison stimulus that is thought to be inhibi-
tory.

Previous and current research on control
along a dimension of S— in operant behavior
has proceeded quite systematically and effici-
ently without any real experimental attention
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being devoted to the question of whether S—
is neutral or inhibitory. Many workers think
it a meaningless question, others prefer to
defer analysis of it because of the inescapable
methodological problems it currently presents
for solution, whereas still others frequently
worry about it as they continue performing
significant work on the factors that influence
generalization gradients along an S— dimen-
sion. We cannot be sure which of these re-
sponses of researchers is the most adaptive or
profitable one, but a goal of this monograph
has been to convince more workers to consider
the question carefully.

There do not appear to be any simple gen-
eral solutions to the problem of distinguishing
neutral and inhibitory stimuli, but in this sec-
tion we would like to review a few potential
strategies, most of which have already been im-
plied or suggested at other places in this mono-
graph. Because experiments along these lines
have been sparse in the field of operant condi-
tioning, the following discussion will be
sketchy and quite tentative. Let us say at the
outset that we strongly believe operant re-
search on the topic of S— generalization can
continue to be productive and valuable with-
out undue concentration on the problem of
determining a zero point and developing spe-
cific tests for the active inhibitory properties of
a stimulus. In fact, many operant researchers
(with good justification) feel that attempts to
solve such problems are premature; the field
would benefit more, they say, by the collection
of additional basic parametric data on the
variables affecting dimensional control by S+s
and S—s. But, in the long run, we think an
analysis of the kind we suggest is inevitable
and the sooner the accompanying problems are
faced the better.

Although we will be concentrating here on
attempts to distinguish between inhibitory and
neutral stimuli, such a goal also necessitates
the complementary study of excitatory stimuli.
Otherwise, we would have no strong justifica-
tion for our eventual decision as to where a
zero point should be located. Since excitatory
effects have been extensively studied in the
past and seem to present fewer logical difficul-
ties and measurement problems than in the
case of inhibitory effects, we will not say very
much more about excitatory stimuli (but see
Rescorla, 1967, and several relevant portions
of our above discussion).
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As a direct result of an important series of
papers by Rescorla and his colleagues (e.g.,
Rescorla and LoLordo, 1965; Rescorla, 1967;
Rescorla and Solomon, 1967; Rescorla, 1969a,
1969b), which have obviously had a great in-
fluence on the writers of the present article,
experimental procedures for distinguishing
neutral or ineffective stimuli from inhibitory
stimuli are being developed and increasingly
used in the field of Pavlovian conditioning.
Rescorla sought to distinguish between the
simple absence of conditioning to a stimulus
and the acquisition of inhibitory properties by
a stimulus; if a CR does not occur to the
stimulus, there is no obvious way to separate
these possibilities. But, as Rescorla remarked,
“Intuitively it seems clear that learning that
the US does not follow the CS is different from
failing to learn that the US follows the CS or
learning that the CS is irrelevant tc the US
(Rescorla, 1967, p. 76).” Rescorla’s “truly
random” control group, in which CSs and USs
are both presented to the subject but entirely
randomly and independently so that occur-
rences of CS predict nothing about subsequent
occurrences of US, represents an attempt (see
also Prokasy, 1965, and Seligman’s criticism,
1969) to establish an appropriate zero point
against which both the excitatory effects of a
CS+ (“positive contingency”, a stimulus pre-
dicting the occurrence of US) and the inhibi-
tory effects of a CS— (“‘negative contingency”,
a stimulus predicting the nonoccurrence of
US) can be evaluated.

These three general kinds of CS-US relation-
ships in Pavlovian conditioning (i.e., positive
contingency, negative contingency, and ran-
dom contingency) yield stimuli that have actu-
ally been demonstrated by Rescorla (1966,
1969a) to produce increases, decreases, or no
effect respectively on baselines of operant
(avoidance) behavior. For example, an audi-
tory stimulus that had closely preceded all
shocks (US) during prior Pavlovian condition-
ing sessions was superimposed on a Sidman-
avoidance baseline in dogs and it increased re-
sporise rate; the same stimulus, explicitly not
paired with shocks in the Pavlovian sessions,
decreased response rate; and the same stimulus
(a) randomly presented in relation to shocks
in the Pavlovian situation, or (b) merely pre-
sented in the Pavlovian situation without any
shocks given the subject, or (c) presented for
the first time during avoidance responding,
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had little or no effect on avoidance response
rate. In more recent work, Rescorla has
stressed both his summation method (the
superimposition of external signals on Sidman-
avoidance behavior could be considered a spe-
cial case of this technique) and his retardation-
of-learning method as useful techniques for
differentiating among excitatory, inhibitory,
and neutral stimuli. As noted above, these
methods are analogous to what we have called
the combined-cue and resistance-to-reinforce-
ment procedures for obtaining IGs. Rescorla
(1967, p. 78) contends that a major advantage
of his approach, which stresses CS-US “contin-
gencies” rather than CS-US “pairings”, lies in
its potentiality for yielding a manipulable con-
tinuum, with a tentative zero point from which
both increases and decreases in behavior can
be measured.

We are faced with the same kinds of prob-
lems and decisions in the isolation of excita-
tory and inhibitory stimuli in operant condi-
tioning. First, an appropriate procedure must
be selected that can be logically and (later)
empirically justified as establishing a “neutral”
condition, and yet which holds constant as
many of the details of training as possible (e.g.,
number and rate of stimulus presentations,
overall density and patterning of reinforce-
ments) in order to enable meaningful compari-
son with the “experimental”’ groups, which
receive either correlated reinforcement or cor-
related extinction for responding during the
same stimulus. Second, after training is com-
pleted, some uniform test procedure must be
employed that permits the experimenter to
detect both increases and decreases in behavior
relative to the behavior of the comparison
groups, i.e., ceiling and floor effects must be
avoided.

Many potential strategies for attacking these
two problems in operant conditioning are anal-
ogous to those listed by Rescorla for classical
conditioning. Therefore, we can leave imple-
mentation of the methodological details, and
specific evaluation of these and some other
approaches, as an exercise for the interested
reader. In the following discussion we will
give more than passing mention only to
“choice” test procedures, which necessarily in-
volve measures of operant behavior.

As noted above, the first question is: what
training groups are appropriate as compari-
son conditions, to provide a possible zero point
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or standard against which to measure the de-
cremental effects of a presumed inhibitory
stimulus, say the S— in a discrimination
learned with errors? Some ‘“‘control” groups of
this kind might be (1) a novel-stimulus group,
which never receives presentations of the stim-
ulus during training, but only during the sub-
sequent test. Such a group has often been
used in the past to assess “‘external inhibition”
(e.g., Brown and Jenkins, 1967). But since the
stimulus is not novel for the discrimination
group, one could argue that a proper compari-
son stimulus ought not to be novel either. (2)
a habituated-stimulus group, which receives
an equal number of presentations of the stim-
ulus that serves as S— in the discrimination
group, but whose subjects are never permitted
to emit the specified operant response during
the stimulus, and thus reinforcement or extinc-
tion for that response never occurs during the
stimulus. For example, the same number of
presentations of the stimulus could be given
before operant training, or stimulus presenta-
tions could occur during training periods when
the manipulandum is inaccessible. Such pro-
cedures are designed to equate stimulus “nov-
elty” before testing in the two groups, but,
among other things, the groups are obviously
not equalized in terms of the subjects’ oppor-
tunities to respond to the stimulus. (3) an un-
correlated stimulus group, which receives the
same number and pattern of stimulus presen-
tations as the discrimination group during
training, but these stimulus presentations are
not correlated with the periods of reinforce-
ment and extinction of the operant response.
Or, such subjects could be yoked to subjects
in the discrimination group so that reinforce-
ment became available for them at the same
times as for the other group, but neither S+
nor S— (though presented the same number of
times) would be consistently paired with the
availability of reinforcement. The important
difference between the treatments of the com-
parison and discrimination groups would be
that reinforcement availabilities are indepen-
dent of the prevailing stimulus conditions in
the former group, whereas they are specifically
correlated with external stimuli in the latter
group. But one could argue that the uncorre-
lated condition actually trains subjects not to
attend to external signals or “stimulus change”
and is not really appropriate as a neutral con-
dition (see Rescorla [1969a, 1969b] and Honig
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[1970] for data, discussions and possible tests
of this “loss-of-attention” explanation).

The last of the above comparison procedures
is obviously an operant counterpart of Res-
corla’s “truly random” control group. Inter-
estingly, very similar comparison groups have
been used in recent studies of selective atten-
tion and stimulus validity in rats and pigeons
(Wagner, Logan, Haberlandt, and Price, 1968;
Farthing, 1969; Honig, 1969, 1970). We think
such groups could also provide valuable com-
parative baselines in studies focused on the
inhibitory properties of a particular stimulus,
or on inhibitory dimensional control.

These, then, are some comparison treat-
ments that could be logically justified as pro-
viding “neutral” stimuli. Currently, no one
can state with any great confidence which one,
if any, of the treatments is the most appropri-
ate or whether others (e.g., types of extradi-
mensional training [Honig, 1969]) would be
equally valuable. But if Rescorla’s results
(1969a) for Pavlovian conditioning hold to any
degree for operant conditioning, all three
kinds of comparison treatment should yield
relatively ineffective stimuli during subsequent
testing.

Now that we have settled upon a few pos-
sible treatments for producing a presumably
“neutral” stimulus, what subsequent behav-
ioral tests can we employ to determine whether
these treatments actually do produce ineffec-
tive stimuli and whether the same stimulus
significantly reduces behavior in the discrimi-
nation group? We need to test the stimulus in
a new situation that is uniform for all the
groups. To repeat, we are interested here in
detecting what we have called an inhibitory
stimulus, not in measuring inhibitory dimen-
sional control. Some possibilities in this respect
are the following. (1) Combined-cue tests. Dur-
ing this kind of test the stimulus is combined
for the first time with a new S+ that is known
to produce appreciable and fairly equivalent
rates of some operant response in all the differ-
ent groups. In order to qualify as inhibitory,
the stimulus in the discrimination group
would have to reduce responding to the S+
significantly; and the presentation of the same
stimulus in the various comparison groups
would have to exert much less or no effect on
responding to S+. Thus, our definition of an
inhibitory stimulus would be fulfilled: ‘“‘a
stimulus that develops during conditioning
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the capacity to decrease response strength be-
low the level occurring when that stimulus is
absent (above, p. 376).” (2) Resistance to rein-
forcement. In this type of test, reinforcement
for some operant response is made possible
only in the presence of the former S—, and the
acquisition of behavior to that stimulus is
studied. We would conclude that the stimulus
had become inhibitory in the discrimination
group, if learning curves for subjects in that
group took longer to reach some common level
of performance than did learning curves in
the various comparison groups. (3) Choice
(stmultaneous) tests. On this procedure, in-
dividual subjects are given a choice between
the presumed inhibitory stimulus and another
stimulus thought to be neutral. If the stimulus
is actually inhibitory it ought to be selected
significantly less often than the neutral stim-
ulus. Such a test could be run with or without
scheduled primary reinforcement (i.e., with
either nondifferential reinforcement or non-
differential extinction of choice responses).

A problem with the third method involves
the selection of a neutral comparison stimulus.
How do we know that this stimulus is really
“neutral” (see Footnote 14)? A logical possibil-
ity is that it actually has excitatory effects and
then the choice of it over the presumed in-
hibitory stimulus would also occur if the latter
stimulus were merely neutral. Such an alterna-
tive explanation could presumably be evalu-
ated by examination of the choice results from
the three comparison training groups described
above. Or perhaps a neutral stimulus could be
selected for the study on the basis of previous
preference tests in other (completely naive)
subjects that indicate an equal choice of the
stimulus to be tested for inhibition and the
neutral stimulus.

Some of these problems are exemplified in
an experiment of Biederman’s (1967). He used
a choice procedure to determine whether S—
becomes and remains inhibitory during acqui-
sition of a discrete-trial simultaneous discrimi-
nation in pigeons. To oversimplify the experi-
mental procedure somewhat, a different com-
pound (color-form) visual stimulus was pre-
sented on each of the two keys in a standard
Skinner Box. If the subject pecked the correct
stimulus (S4), it received 3 sec of grain rein-
forcement followed by a 12-sec timeout; on the
other hand, a response to the incorrect stim-
ulus (S—) produced a 15-sec timeout. Some
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birds happened to learn this discrimination
with very few errors, whereas others made ap-
preciably more errors. Subjects occasionally
received probe trials, on which they were pre-
sented with a choice between S+ and a “neu-
tral” novel stimulus (S°), or a choice between
S— and $°. Subjects learning either with or
without errors selected S+ much more often
than S° (approximately 809 vs. 209,), and
selected $° much more often than S— (approxi-
mately 709, vs. 309,), which led Biederman to
conclude that S— is inhibitory following dis-
crimination learning either with or without
errors. In terms of our earlier discussion, he is
apparently using the word “inhibitory” in the
sense of control by a specific stimulus, rather
than control by values along some dimension
of that stimulus.

Unfortunately, Biederman’s experiment is
open to several criticisms. His subjects were
categorized as ‘“errorless” not on the basis of
any experimental manipulation (e.g., “fading
techniques”, as in Terrace, 1966a), but merely
because they made very few errors in learning
the discrimination. Such selection of subjects
undoubtedly meant that errorless birds had a
strong initial bias against responding to S—
(see also Footnote 10). Therefore, it is difficult
to determine the extent to which a subject’s
choice of §° over S— is due to the development
of a learned inhibitory function of S— during
discrimination training. Biederman performed
no direct empirical test of the neutrality of S°;
on the basis of his past experience with a
variety of similar stimuli, he merely assumed
that this novel stimulus (the same for all sub-
jects: a pattern of white dots on a black back-
ground) was relatively neutral. It certainly
might not have been, since it was selected as
much as 209, of the time even when paired
with S+4. Possibly, white dots on the key re-
semble pieces of grain. At any rate, his conclu-
sions would have been much stronger if he
had obtained the same results with a variety
of different kinds of novel stimuli as the S°,
or if he had arranged for proper counterbal-
ancing of the stimuli he actually employed (see
also Bernheim, 1968, for further comments on
Biederman’s experiment; and Biederman’s
reply, 1968a).

Despite the apparent flaws in this specific
experiment, its basic method of presenting the
subject with a choice between positive or neg-
ative stimuli and a neutral stimulus seems an
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excellent one to pursue and develop further
(see the interesting and closely related work
of Mandler, 1968). Like the combined-cue and
resistance-to-reinforcement tests, it can be used
to isolate either excitatory or inhibitory stimuli.
Furthermore, like the other tests, choice probes
given after various amounts of discrimination
training could help to determine whether S—
becomes more or less inhibitory as training
progresses—a question of relevance for D’Amato
and Jagoda’s (1961, 1962) suggestion (see also
Deutsch and Biederman, 1965; Mackintosh,
1965; Biederman, 1968b) that the overlearning-
discrimination reversal effect (ORE) is due to
the nonmonotonicity of S—s negativity over
the course of simultaneous discrimination
learning. That is, S— presumably becomes less
negative or aversive after prolonged training
than it is after normal amounts of training,
and therefore subjects are more likely to re-
spond to S— during discrimination reversal
after overtraining. For most of these authors,
“negativity” or “aversiveness” seems to refer to
certain motivational properties of what we
have called an inhibitory stimulus.

Some of our current research indicates that
a choice procedure can be successfully applied
in individual subjects to the study of dimen-
sional control by S+ and S— in a simultaneous
discrimination, with generalization tests that
are based on choice between two stimulus pairs
(e.g., the former S+ or S— and new stimuli)
rather than on response rate. All previous
work on EGs and IGs with the orthogonal
method that was described in an earlier sec-
tion of this article has involved free-operant
successive discrimination training before gen-
eralization testing and has employed measures
of response frequency during testing. To
broaden understanding of basic discrimination
processes, one would like to be able to compare
the development and scope of control along
dimensions of S+ and S— for simultaneous vs.
successive discriminations, with either free-
operant or discrete-trial techniques. Our choice
procedure may also be worth reviewing be-
cause many workers in the field of instrumen-
tal learning who prefer to use discrete-trial
simultaneous discriminations may be able to
adapt it for their own purposes, because
Spence’s gradient-interaction theory of discrim-
ination learning and transposition was origi-
nally developed for the analysis of simultane-
ous discriminations and may be best tested in

ELIOT HEARST et al.

that kind of situation, and because experimen-
tation has frequently revealed important dif-
ferences between simultaneous and successive
discriminations (see Honig, 1962, and Riley,
1968).

In our research with simultaneous discrimi-
nations, pigeons in a discrete-trial two-key situ-
ation learn to choose between a blank white
key and a white key bisected by a black verti-
cal line. The keys are 2 in. apart, center to
center. For some birds (“line-positive”) the
line is S+, whereas for other birds (“line-nega-
tive”) the line is S—. Each session consists of
100 trials, with S+ randomly scheduled on the
right or left key, and with grain reinforcement
available for 259, of the trials on which a
correct choice between the two keys occurs.
Each trial is terminated either by a response
to one of the keys or by the passage of 10 sec.
The intertrial interval (blackout) averages 15
sec. Some subjects (“criterion”) are tested in
extinction after discrimination training to a
level of at least 909, correct choices in one
session. Other subjects (“overtrained”) are
given 600 more trials (i.e., six more sessions)
after reaching 909, correct and are then tested
in extinction. During tests, the vertical train-
ing line (0°) is paired on each trial with one
of three other line tilts (30°, 60°, and 90°,
tilted in a clockwise direction from the verti-
cal) or with the blank stimulus. The four dif-
ferent test pairs are presented once in each
of 20 randomized blocks and the 0° line alter-
nates randomly between the right and left
keys. Just as during training, trials are termi-
nated automatically after 10 sec if no response
has occurred.

Individual data from the entire generaliza-
tion tests of the first few subjects we have run
on this procedure are shown in Fig. 3. The
choice (%,) data on the ordinate are of course
based only on trials in which a response was
made within the 10-sec limit, but all subjects
responded on a great majority of the total 20
trials for each pair. There were two birds in
each of the four main groups (line-positive,
criterion; line-positive, overtrained; line-nega-
tive, criterion; line-negative, overtrained). Per-
formance on the line vs. blank training pair
was maintained at a very high level by all sub-
jects in the four groups during testing in ex-
tinction. The line-positive subjects chose the
0° line on a great majority of the trials during
the test, whereas the line-negative subjects



INHIBITION AND STIMULUS CONTROL 403
100 60 ~
e $ Criterion
®
o 9 | 8 Overtrained T 50 |. “LINE-NEGATIVE”
S e
t %
= 80 |- m 40 |-
o S
3 3
5 70 b g 30 |
=] o]
O @]
& 60 |- £ 20 |
[ )
o 2
& 50 |- *LINE-POSITIVE” 10 L 8
A A
[ ]
40 1 1 1 1 o] | |
Blank +90° +60° +30° Blank +90° #60° +30°

COMPARISON STIMULUS (LINE-TILT OR BLANK)

Fig. 3. Generalization gradients obtained from eight individual pigeons during a choice-test after learning of
a simultaneous discrimination. Subjects in the “line-positive” condition had been either trained to criterion
or overtrained on the discrimination, S+ (vertical line, 0°) vs. S— (blank). Subjects in the “line-negative” condi-
tion had been either trained to criterion or overtrained on the discrimination, S+ (blank) vs. $— (0°).

tended to avoid the 0° line and to choose the
other stimulus. The per cent choice of the 0°
line in the line-positive and line-negative sub-
jects depended on the degree of physical simi-
larity between the two line-tilts in a test pair.
These preliminary data suggest that learning a
simultaneous discrimination, like learning a
successive discrimination, usually involves con-
trol along dimensions of both S+ and S—.1¢

V. OTHER RELATED PHENOMENA

This article has focused on the definition
and measurement of (a) specific inhibitory
stimuli and (b) inhibitory dimensional con-

“One potential problem in interpreting choice-test
data comes from the observation that subjects may re-
spond to stimulus novelty per se. Sutherland (1961) dis-
cussed this possibility, and Warren and McGonigle
(1969) and others have noted that young children, mon-
keys, and cats often exhibit strong preferences for the
more novel stimulus in a choice situation, whereas rats
do not. The gradient in the line-negative condition
might be explained on the basis of approach to novelty
rather than avoidance of S— However, other data from
simultaneous discriminations in our lab suggest that
pigeons may not typically respond to novelty per se.
For example, following training on a line-tilt discrimi-
nation they consistently choose the S— line-tilt over a
novel color and following training on a color discrimi-
nation they choose the S— color over a novel line stim-
ulus.

trol. We think these two kinds of phenomena
can be meaningfully distinguished and we
have reviewed a number of experimental
methods for detecting and analyzing them.
There are several other behavioral effects that
have traditionally been regarded as close rela-
tives of the phenomena emphasized in this
monograph.’ Sometimes these other effects are
even accepted as evidence that “inhibition” is
operating in a particular situation (see Blough
and Millward, 1965, p. 72; Staddon, 1969, p.
483). A detailed review of research concerning
these additional phenomena is beyond the
scope of the present monograph,® but brief

0ther areas of related research not specifically
covered in this article include several studies of (a)
procedures that apparently do not produce clear or con-
sistent nonhorizontal IGs (e.g., “massed extinction” to a
stimulus without interspersed reinforcement at another
stimulus: Weisman and Palmer, 1969; mere reduction
of response rate to a stimulus: see Weisman, 1970, and
Nevin, 1968, for a summary of positive and negative
results on this question, and (b) procedural parameters
that influence the degree of control along an S— dimen-
sion, e.g., greater amounts of training steepen IGs
(Farthing and Hearst, 1968). These topics have been
omitted, first, because pertinent findings have been
somewhat unclear or sparse within the field of operant
conditioning and, second, because Rescorla (1969b)
has already published an excellent review of relevant
prior research which, however, has been mainly carried
out in a Pavlovian aversive-conditioning situation.
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mention of some of them does seem appropri-
ate.

1. Induction and contrast. Pavlov’s analysis
(1927, especially Lecture XI) of the phenome-
non of induction stressed the role of inhibitory
processes. For example, positive induction (the
intensification of a conditioned response to
a CS+ when the CS+ is closely preceded by a
CS—) was attributed by Pavlov to specific after-
effects of an inhibitory event. In somewhat
analogous fashion, recent findings concerning
transient and sustained contrast in operant
situations (e.g., see Nevin and Shettleworth,
1966; Terrace, 1968) have often been inter-
preted in terms of interactions between excita-
tory and inhibitory effects. Although Terrace
(e.g., 1966b) has argued forcefully that the
development and later maintenance of be-
havioral contrast are highly correlated with
the development and later maintenance of in-
hibitory properties by S—, other workers (e.g.,
see Frieman, 1969; D’Amato, 1970, p. 455;
Ellis, 1970) have presented evidence and argu-
ments that seem to shed doubt on Terrace’s
interpretation.

2. Peak shift. A recurrent theme in the oper-
ant literature on intradimensional discrimina-
tions (e.g., Bloomfield, 1968, 1969; Hearst,
1969; Jenkins, 1965; Terrace, 1966b) is the
notion that peak shift, the occurrence of maxi-
mum response strength not at S+ but at a
dimensional value even further away from S—,
is a symptom of inhibitory control. Hearst
(1969) did take the position that peak shift
necessarily involves an incremental gradient
around S—. However, it seems too early to
state with confidence whether this opinion is
correct and whether S— itself must be an inhib-
itory stimulus (according to our proposed defi-
nition), rather than a neutral stimulus in order
for peak shift to occur.

3. §— aversiveness (emotionality, negativity,
frustration)., The idea that an inhibitory stim-
ulus in an appetitive situation possesses aver-
sive properties such that subjects (a) will work
to escape it, or (b) will emit emotional or ag-
gressive behavior in its presence, or (c) will
have their ongoing behavior suppressed by its
response-dependent presentation, has been the
focus of several studies (see Terrace, 1966a;
Wagner, 1969a; Rilling, Askew, Ahlskog, and
Kramer, 1969). Some of this research has in-
volved the administration of drugs or the mon-
itoring of physiological measures to determine
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whether an appetitive S— does function in a
manner similar to that of an aversive stimulus
like electric shock. This suggestion that an in-
hibitory stimulus possesses certain negative
motivational or emotional properties is an im-
portant possibility, which will doubtless re-
ceive even further experimental tests in the
future.

4. Spontaneous recovery and disinhibition.
The study of spontaneous recovery (the return
of an extinguished response with the passage
of time since original extinction) and disinhibi-
tion (the return of an extinguished response
upon the presentation of a novel stimulus) is
much more common in the field of Pavlovian
conditioning than in operant research (but see
Brimer, submitted for publication). Rescorla
(1969b) pointed out that although the occur-
rence of these phenomena has been accepted
by many investigators as evidence that mainly
inhibitory processes are at work, this inference
is really dependent on several rather dubious
assumptions. Nevertheless, we have included
the two phenomena here because future re-
search may reveal relationships between (a)
the degree to which a stimulus is inhibitory
and (b) the susceptibility of behavior in the
stimulus to the effects of the passage of time
or to the presentation of novel stimuli.

All the above phenomena certainly merit
further study in connection with inhibitory
effects in operant conditioning. But, as a first
step, we think it is necessary to establish precise
definitions and standardized methods for iso-
lating what we have called specific inhibitory
stimuli and inhibitory dimensional control.
Then itshould become clear that these other
phenomena are operationally different from
the two stressed in this monograph. Empirical
research seems necessary to determine the na-
ture of the relationships among all these phe-
nomena, which have often been assumed or
presumed in the past.

One final point concerns the possibly naive
or premature question: what specific mechan-
isms mediate the response reduction produced
by an inhibitory stimulus? Does such reduction
involve (a) the direct weakening of the original
response, (b) interference produced by the
actual acquisition of a new response (or re-
sponses) antagonistic to or competing with
the original response, or (c) some general sup-
pression of operant behavior? Such questions
are related to traditional controversies such as
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the one between inhibition and interference
theories of extinction (see Gleitman et al.,
1954; Kimble, 1961; Konorski, 1967). Perhaps
some light would be cast on these possibilities
by research that seeks to determine the spe-
cificity of inhibitory effects with respect to the
original conditioned response. Thus, for ex-
ample, in pigeons combined-cue or resistance-
to-reinforcement tests are probably especially
useful when a new response is involved (e.g.,
treadle pressing, shuttling, or lever pressing),
one which is topographically different from
the key-pecking response that was reinforced
and extinguished during prior discrimination
training.

If the addition of the presumed inhibitory
stimulus were to reduce not only key-pecking
behavior in this example, but also a variety of
topographically dissimilar operant responses,
then it would be unlikely that either possibil-
ity (a) or (b) was correct. In that event, one
might prefer possibility (c) and posit some cen-
tral emotional or motivational state (see Res-
corla and Solomon, 1967, and Premack, 1969,
p- 136) as the basis for the response suppression
—a hypothesis also suggested by the analogous
general effects of a CER (conditioned suppres-
sion) stimulus on operant behavior (see Skin-
ner, 1938, :pp. 233-234; Blough and Millward,
1965, p. 72; Grusec, 1968). On the other hand,
if the reductive effects of the stimulus were
fairly specific to a given response, one might
prefer a more peripheralistic interpretation
and subsequently undertake research aimed at
actual detection and measurement in subjects
of a specific motor response (e.g., in S—) that
competes with the original conditioned re-
sponse (cf. Migler and Millenson, 1969). These
comments and suggestions are very vague and
speculative, of course, but we think they imply
tangible and significant problems for future
research.

VI. CONCLUDING COMMENTS

In this monograph we proposed that a clear
distinction be made between control of oper-
ant behavior by the presence vs. absence of a
specific stimulus and control of operant be-
havior by different values along a dimension
of that stimulus. An inhibitory stimulus was
defined as a stimulus that develops during con-
ditioning the capacity to decrease response
strength below the level occurring in its ab-
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sence. The term inhibitory dimensional con-
trol was used to refer to an empirical generali-
zation gradient, in which behavior is stronger
at test values far from an inhibitory stimulus
than at values close by. According to this set
of definitions, there is no inevitable relation-
ship between inhibitory control by the pres-
ence vs. absence of a specific stimulus and con-
trol along a given dimension of that stimulus.
A specific stimulus may qualify as inhibitory
even when (a) no generalization tests have
been performed, or (b) empirical gradients
along some dimension of that stimulus are
flat. Furthermore, dimensional control, dem-
onstrated by an incremental gradient around
some training stimulus value, would not be
labelled inhibitory unless other tests showed
that the specific training stimulus was itself
inhibitory, as defined above. This latter provi-
sion is necessary because such an incremental
gradient could conceivably occur if various
dimensional values had differential excitatory
effects and the training stimulus was neutral
(t.., responding in its presence was equal to
responding in its absence).

A variety of methods for distinguishing be-
tween inhibitory and neutral stimuli, and for
obtaining generalization gradients around a
stimulus associated with the extinction of an
operant response, were reviewed and evalu-
ated. Conflicts and contradictions in the inter-
pretation and results of several important ex-
periments in the field of generalization and
discrimination seem to have occurred because
of the different criteria various investigators
used for deciding when a stimulus is inhibi-
tory. We think that such contradictions and
controversies may be avoided in the future if
our distinction between two types of inhibi-
tory control is more widely accepted.

Many more questions were raised than an-
swered by our review and discussion. We wish
to reiterate the tentative nature of many of
our suggestions. However, our main goal has
been to stimulate research in operant condi-
tioning on these two aspects of inhibitory con-
trol. We recommended that in the future a
variety of different methods for detecting and
measuring inhibitory effects should constantly
be compared, so as to avoid faulty conclusions
resulting from the inevitable deficiencies of
any single technique.

Like Rescorla (1969b), we have attempted
to employ the concept of inhibition in a purely
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behavioral sense, devoid of neurological im-
plications. Like Staddon (1969), we believe
that inhibitory phenomena have been unjusti-
fiably neglected in the field of operant condi-
tioning. If Pavlov had been a little less exces-
sive in his neurological speculations, and
Skinner a little less excessive in his demands
for parsimony, the experimental analysis of
inhibitory effects might be a more popular
area of operant research today. There seems no
good reason why neglect of the topic should
continue.
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