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CHOICE BETWEEN TWO-COMPONENT CHAINED
AND TANDEM SCHEDULES!

J. W. SCHNEIDER

MCMASTER UNIVERSITY

Pigeons were trained on a two-key choice procedure in which a pair of equal and concur-
rently available variable-interval schedules (initial links) arranged entry into one or the
other of two mutually exclusive schedules (terminal links) that ended in primary rein-
forcement. The terminal links were two-component chained or tandem schedules. Responses
during the initial links were distributed equally on the two keys whenever the terminal
links were associated with the same sets of interreinforcement intervals. Whether or not the
terminal-link interreinforcement intervals were the same on the two keys, initial-link re-
sponding was affected by neither the presence nor relative durations of differentially sig-
nalled components within a terminal-link schedule. The simplest interpretation of these
results is that initial-link responding is maintained directly by delayed primary reinforce-
ment, rather than conditioned reinforcement afforded by the stimuli correlated with the
terminal-link schedule components. This finding suggests that aspects of chained schedule
performance usually attributed to conditioned reinforcement might best be reinterpreted
in terms of delayed primary reinforcement and various discriminative functions served by

NUMBER 1 (JuLY)

the component-correlated stimuli.

Many recent studies on the distribution of
responses across alternatives have used concur-
rent and concurrent-chained schedules of rein-
forcement. Under concurrent schedules, rein-
forcement is available by each of two or more
independent schedules that are simultaneously
present for the animal to distribute its re-
sponses among. The concurrent-chains tech-
nique differs in that the outcome scheduled
for each of the concurrent schedules consists
not of primary reinforcement, but of some sub-
sequent schedule (and its associated stimulus)
according to which primary reinforcement is
delivered. The procedure therefore involves
two or more chained schedules whose initial
links are scheduled concurrently and whose
terminal links are mutually exclusive. Most
studies have used a pair of equal variable-
interval (VI) schedules on different keys during
the initial links and have investigated the
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effects of differing terminal-link parameters on
relative choice, measured as the proportion (or
relative rate) of responses made to a key during
the initial links.

A wide variety of terminal-link schedules has
been used in attempts to isolate and systemati-
cally vary those factors that govern relative
choice in concurrent chains. Among the con-
clusions that may be drawn from such studies
are that the interreinforcement intervals asso-
ciated with the terminal links exert strong con-
trol over relative choice, while such factors as
terminal-link response rates or responses per
reinforcement have little or no effect on rela-
tive choice (Herrnstein, 1964a, b; Killeen,
1968a, b, 1971; Neuringer, 1969). Although the
importance of terminallink interreinforce-
ment intervals in determining choice is widely
accepted, there is as yet no general agreement
on how these intervals should be transformed
to predict relative choice quantitatively. Early
studies (e.g., Autor, 1960; Herrnstein, 1964a)
reported that relative choice equalled terminal-
link relative rate of reinforcement, but this at-
tractively simple relation has since been shown
not to be generally true for concurrent chains
(e.g., Duncan and Fantino, 1970; Herrnstein,
1964b; Killeen, 1968a, 1970). The search for a
transformation of general applicability re-
mains a matter of current research interest.
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Aside from the question of how the terminal-
link intervals to reinforcement should be prop-
erly transformed to predict choice, it has not
yet been demonstrated whether they affect
choice directly or whether their effect on choice
is mediated by the influence they may have on
the relative strengths of the terminal-link stim-
uli as conditioned reinforcers for initial-link
responding. Nearly all presently published ton-
current-chains studies have arranged single-
component schedules, such as variable-interval
(VI) or variableratio (VR) schedules during
the terminal links. In such cases, a single ex-
teroceptive stimulus intervenes between the
initial-link state on a key and the occurrence
of primary reinforcement. Under these circum-
stances, one cannot say whether initial-link
responding on a key should be ascribed to the
action of delayed primary reinforcement or to
the conditioned reinforcing properties of the
intervening stimulus.

The present experiments investigated this
question by studying choice between terminal-
link schedules in which the conditioned rein-
forcing values of the stimuli might be expected
to depend importantly on manipulable factors
other than the intervals to primary reinforce-
ment spanned by those stimuli. During each of
four experiments, the terminal link on one or
both keys consisted of a two-component chained
or tandem schedule. In chained (chain) sched-
ules, each component is correlated with a dis-
tinct exteroceptive stimulus. In tandem (tand)
schedules, the same stimulus is present through-
out all components. Comparisons of perform-
ance under equal-valued chained and tandem
schedules have led to the conclusion that the
chaining operation affects the conditioned re-
inforcing strengths of the component-correlated
stimuli (Kelleher and Gollub, 1962).

If initial-link responding in concurrent-
chains schedules is maintained directly by de-
layed primary reinforcement, the presence of
chained components within a terminallink
schedule should have no effect on choice except
insofar as their presence affects the obtained
intervals to reinforcement. On the other hand,
if initial-link responding is maintained in
whole or in part by conditioned reinforce-
ment, effects on relative choice attributable di-
rectly to the chaining of components within a
terminal-link schedule might be expected.
These effects, moreover, might suggest specific
functions governing the reinforcing strengths

of the component-correlated stimuli in chained
schedules.

GENERAL METHOD

Subjects

A total of 12 adult, male, White Carneaux
pigeons maintained at 80 to 859, of their free-
feeding weights served in the four experiments.
All had experimental histories on various pro-
cedures usually including concurrent or con-
current-chains schedules. Daily experimental
sessions were conducted six or seven times per
week except for infrequent cases of apparatus
failure or excessive weight gain.

Apparatus

The two experimental chambers used in the
following experiments, while differing in de-
tails of size and construction, are typical of
operant conditioning chambers for pigeons as
described by Ferster and Skinner (1957). One
chamber was used in Experiments 1 to 3; the
other chamber was used in Experiment 4. A
panel at the front of each chamber contained
two translucent plastic response keys separated
by 8.75 or 5 in. (9 or 12 cm) and operated by
pecks of at least 10g (0.098N) force. The keys
could be transilluminated by various pairs of
white or colored 7-w bulbs. A relay mounted
behind the front panel provided an audible
click for each effective peck. The reinforcer
was delivered by elevating and illuminating a
hopper of mixed grain. Access to the elevated
hopper was provided by an opening in the
front panel located below and midway between
the two response keys. Several 7-w bulbs were
mounted in the upper rear portions of the
chambers and served as houselights to illumi-
nate the chambers at various times with any of
several colors or white light. White noise was
continuously present within the chambers to
mask external sounds. Scheduling and record-
ing equipment was located in an adjoining
room.

Procedure

The concurrent-chains procedure common
to Experiment 1 to 4 is shown in general
schematic form in Figure 1. During the initial
links both keys were white, and variable-inter-
val (VI) 1-min schedules were independently
associated with each key. Each initial-link
schedule consisted of 12 intervals selected ac-
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Fig. 1. Schematic diagram of the concurrent-chains procedure used in Experiments 1 to 4. Each box represents
one of five possible states. During the terminal-link schedule on either key the other key was darkened and in-
operative. The initial-link schedules were reinstated immediately after each reinforcement (S®). Terminal-link
schedules and key colors were varied in the four experiments.

cording to a progression (Fleshler and Hoff-
man, 1962) that generates VI schedules in
which the probability of reinforcement is ap-
proximately constant with respect to the time
elapsed since the last reinforcement (or other
scheduled outcome).

The first initial-link response to occur on a
key after its interval elapsed initiated the ter-
minal link on that key and darkened the other
key. The schedules and stimuli in effect during
the terminal links differed from one series of
conditions to the next and are described below
in the context of each experiment separately.
In each case, however, the concurrent-chains
schedule reverted to the initial-link state im-
mediately after each primary reinforcement.

Except where noted below, a white house-
light provided general chamber illumination
at all times, except during reinforcement. Re-
inforcement consisted of 3-sec access to mixed
grain, and experimental sessions ended when
48 reinforcements occurred.

EXPERIMENT 1

During this series of conditions, initial-link
responding gained entry into a chain VI VI
schedule on one key and a tand VI VI schedule
on the other key. The question posed by the
present experiment was whether choice be-
tween the two schedules would be affected by
the presence of component-correlated stimuli

within one, but not the other, of those
schedules.

Since the transition between components in
a tandem schedule is unsignalled, a tand VIx
Vly schedule is similar to a single-component
VI(x +y) schedule, and either might have
served the purpose of the present experiment.
The slight advantage of using a tand VI
VI instead of a simple VI schedule during one
terminal link is that the response requirements
of the tand VI VI may be made identical to
those of the chain VI VI on the other key.
When corresponding chained and tandem
schedules are used, possible effects on choice
due to the differential signalling of components
within the chained schedule cannot be attrib-
uted instead to differences in the terminal-link
response-reinforcement contingencies.

METHOD
Subjects

Of the 12 pigeons described earlier, four
(254, 452, 255, and 325) were used.

Procedure

The concurrent-chains procedure of Figure
1 was employed. Aspects of this procedure com-
mon to Experiments 1 to 4 have been described
above. In the present series, the terminal link
on one key (except where noted below) con-
sisted of a chain VI VI with red and green
keylights correlated with the respective com-
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ponents. On the other key, the terminal link
was a tand VI VI with blue keylight during
both components.

Each VI component consisted of 12 intervals
occurring in a fixed irregular sequence. Inter-
vals were selected according to the equal-prob-
ability progression described by Fleshler and
Hoffman (1962). The intervals associated with
the first and second components of each ter-
minal-link schedule were ordered with respect
to each other so that the overall intervals to
reinforcement during the terminal link also
conformed to a Fleshler and Hoffman equal
probability progression. Thus, for example, a
chained or tandem VIx Vly scheduled inter-
reinforcement intervals identical to those of a
VI(x + y) schedule constructed according to
the Fleshler and Hoffman progression. This
was accomplished by having the transitions be-
tween components within the chained or tan-
dem schedules bisect the overall interreinforce-
ment intervals arranged by those schedules.

Subjects were trained in the same order on
six conditions. Each was continued until rela-
tive choice was judged clearly stable in all
birds. The terminal-link schedules and num-
ber of sessions associated with each condition
are shown in Table 1.

Conditions 1 to 4 scheduled identical sets of
interreinforcement intervals for the terminal
links on the two keys. A baseline value of rela-
tive choice was determined in Condition 1 by
scheduling identical tandem schedules during
both terminal links. Key colors during the
tandem schedules were green (left key) and
blue (right key). Conditions 2 to 4 employed
tand VI x-sec VI (60-x)-sec schedules where the
value of x was either 15, 30, or 45 sec. Con-
dition 5 studied choice between a chained and
a tandem schedule whose intervals to rein-
forcement stood in a two-to-one ratio. Condi-
tion 6 maintained this two-to-one ratio of inter-
reinforcement intervals but scheduled tandem
schedules on both keys. Terminallink key-
lights during Condition 6 were red (left key)
and blue (right key).

RESULTsS AND DiscussioN

Mean relative choice in each condition is
shown in Table 1. Relative choice was calcu-
lated as the responses to the left key (L) during
the initial links divided by the total number
of initial-link responses. Values shown are aver-
ages across subjects from the last five sessions

of each condition. Table 1 also shows the ob-
tained mean relative rates of reinforcement
associated with the terminal-link schedules on
the left key. Values of this measure for individ-
ual subjects are not shown because they were
in all cases close to the mean values. Absolute
rates of responding to each key during the
initial links and during each component of
the terminal links are also provided in Table 1.

When identical tand VI VI schedules were
associated with each key in the first condition,
choice was approximately equal on the two
keys, although a slight bias in favor of the left
key is evident from the discrepancy between
relative choice and obtained relative rate of
reinforcement during the terminal links (see
Table 1). For Condition 2, the left-key schedule
was changed from tand VI 30-sec VI 30-sec to
chain VI 30-sec VI 30-sec; in other respects this
condition was identical to the initial baseline
condition. This introduction of differentially
signalled components on the left key was ac-
companied by a slight increase in preference
for that key. Though disproven by subsequent
conditions, the magnitude of this increase (0.52
to 0.56) raised the possibility at this point that
chained schedules might be preferred over
equal-valued tandem schedules.

The magnitude of an effect on choice due to
differentially signalled components might be
expected to depend on the relative durations
of those components. To explore this possibil-
ity, the schedule on the left key was changed
to chain VI 45sec VI 15-sec (Condition 3a)
while an equal-valued tandem schedule was
maintained on the other key. This change
failed to affect initial-link responding; as in
Condition 2, relative choice on the left key was
0.56. To assess the extent to which this prefer-
ence might be attributable to a position bias
rather than to the chaining of terminal-link
components on the left key, the chained and
tandem schedules (and their stimuli) of Condi-
tion 3a were reversed with respect to keys in
Condition 3b. This reversal did not produce a
corresponding reversal in preference: relative
choice on the left key was about the same as
in the earlier conditions. This result strongly
suggests that the deviation from indifference
in Conditions 2, 3a, and 8b was due to an un-
explained position bias favoring the left key
(as noted in lesser degree for Condition 1), not
to differences in the terminal-link schedules on
the two keys. Relative choice in Condition 4
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lends additional support to this conclusion
(see Table 1).

Taking position bias into account, Condi-
tions 1 to 4 support the view that subjects are
indifferent in choice between chained and tan-
dem schedules that span the same obtained
intervals to reinforcement. In two subsequent
conditions, the terminal-link interreinforce-
ment intervals on the right key were half those
on the left key. Although choice was between
a chained and tandem schedule in one case
(Condition 5) and between two tandem sched-
ules in the other (Condition 6), relative choice
on the left key was nearly the same in both
conditions (0.38 and 0.36).

Although choice in this series appeared to
be governed only by the interreinforcement
intervals spanned by the terminal-link sched-
ules, the patterns of responding within the
terminal-link chained and tandem schedules
were not identical. Throughout the chained vs
tandem conditions, the difference in mean
rates of responding between successive termi-
nal-link components was consistently greater
in the chained than in the tandem schedules
(Table 1). While the stimuli correlated with
each component in the chained schedules did
typically control different response rates, the
degree to which they did so differed from one
bird to the next. These individual differences
do not show a consistent relation to individual
differences in relative choice.

EXPERIMENT 2

In this series, chain VI VI schedules were
arranged on both keys following the initial
links. The experiment was designed to investi-
gate the possible effects on choice of differen-
tially signalled components within each termi-
nal-link schedule and to separate these effects,
if any, from the effects on choice of terminal-
link interreinforcement intervals.

METHOD
Subjects
Three pigeons (346, 457, 480) served.

Procedure

The basic concurrent-chains procedure dia-
grammed in Figure 1 was employed. Except
where noted below, the terminal-link schedule
on each key was chain VI VI. The first and
second components of the terminal-link chain

on the left key were correlated with red and
green keylights respectively; on the right key,
keylights were yellow and blue respectively.
As in Experiment 1, the initial-link and termi-
nallink VI components were each constructed
of 12 intervals selected according to the Flesh-
ler and Hoffman (1962) equal probability pro-
gression, and the intervals associated with the
first and second components of each terminal
link were ordered with respect to each other
so that the overall terminal-link interrein-
forcement intervals also conformed to the
equal probability progression.

Subjects were trained in the same order on
six conditions. Conditions were changed when
relative choice appeared clearly stable in all
birds. Table 2 shows the terminal-link sched-
ules used in the various conditions and the
number of sessions associated with each. Con-
ditions 1 to 4 investigated choice between
pairs of chained schedules having identical
sets of overall intervals to reinforcement. In
Conditions 5 and 6, the terminal-link inter-
reinforcement intervals on one key were half
those on the other. Condition 6 employed a
tandem schedule on the left key with red key
color during both components.

RESULTS AND DiscuUssiON

Mean relative choice and terminal-link rela-
tive rate of reinforcement obtained in each
condition are shown in Table 2. Absolute rates
of responding to each key during the initial
links and during each terminal-link compo-
nent are also provided in Table 2.

In Condition 1, where chain VI 30-sec VI
30-sec schedules were scheduled on both keys,
birds showed a slight preference for the left
key. The schedule on the right key remained
unchanged during Conditions 2 and 3, but the
relative durations of the components within
the terminal-link chain on the left key were
varied. This variation was not accompanied
by important changes in relative choice. The
slight deviations from equal choice in Condi-
tions 1 to 3 are probably attributable to a
small position bias in favor of the left key and
to slight differences in obtained relative rates
of reinforcement during the terminal links
(Table 2). In Condition 4, the transition be-
tween components within the terminal-link
schedule occurred, on the average, 30 sec
earlier on the right key than on the left key,
although the schedules provided identical
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overall interreinforcement intervals. As in the
earlier comparisons, birds were approximately
indifferent between the terminal-link chains.
In Conditions 5 and 6, the interreinforcement
intervals of one terminal link were half those
of the other, though schedules were chain VI
VI vs chain VI VI in one case and chain V1 VI
vs tand VI VI in the other case (c.f. Conditions
5 to 6 of Experiment 1). Relative choice was
virtually identical in the two conditions.

Mean rates of responding in the first and
second components of each terminal link were
similar when the successive components were
equal (e.g., chain VI 30-sec VI 30-sec). When
the components were unequal, response rates
were consistently greater in the shorter compo-
nent. The magnitude of this difference was
greater when the shorter followed the longer
component. This systematic pattern of re-
sponse rates provides evidence that the subjects
discriminated the component-correlated stim-
uli of the terminal link schedules.

As in Experiment 1, relative choice was not
affected by the presence or relative durations
of differentially signalled components within
a terminal-link schedule. Choice did depend,
however, on the terminal-link interreinforce-
ment intervals. In all conditions, relative
choice on a key was approximately equal to
the obtained relative rate of reinforcement
provided by the terminal link on that key.

EXPERIMENT 3

Experiments 1 and 2 revealed no effect on
relative choice uniquely attributable to con-

ditioned reinforcement in the terminal-link
chains. Initialllink responding was controlled
by the intervals to primary reinforcement as-
sociated with the terminal links, but not by
the subdivision of those intervals into differ-
entially signalled components.

In single-key studies of chained schedules,
effects attributed to conditioned reinforcement
have typically been exhibited most strongly
when components are fixed-interval (FI) sched-
ules (e.g., Gollub, 1958). The present series
investigated choice between pairs of chain
FI FI schedules. An effect on relative choice
arising from terminal-link conditioned rein-
forcement was sought by varying the relative
durations of the terminallink components
while the overall intervals to reinforcement
on each of the keys remained equal as well as
constant.

METHOD

Subjects

Seven pigeons (254, 452, 255, 825, 346, 458,
and 480) served.

Procedure

The basic concurrent-chains procedure of
Figure 1 was used. In all conditions, the
successive terminal-link components were FI
20-sec FI 20-sec on one key and FI x-sec FI
(40-x)-sec on the other key. Table 3 shows the
terminal-link schedules of the four conditions.
Each was continued until relative choice was
stable in all birds. The successive terminal-link
key colors were yellow and blue on the right
key, and red and green on the left key, except

Table 3

The conditions and data of Experiment 3 are summarized in this table. The data for each
condition represent averages over the final five sessions. For each condition the upper row
of values pertains to the left key (L), and the lower row to the right key (R). Schedules
values are in seconds. Relative choice and terminal-link relative rates of reinforcement are
provided for the left key and are averages across subjects. Individual response rates during

Mean P
Condi- Terminal-link relative Initial-link response rates

tion Key schedules choice #254 #4952  #255 #325 #346 #457 #480
1 L chain FI 20 FI 20 0.52 24.5 28.3 296 350 371 244 348
R chain FI 20 FI 20 190 269 334 291 344 26.2 26.0

2a L chain FI 38 FI 2 0.56 255  29.3 31.1 38.8 449 254 407
R chain FI 20 FI 20 18.7 249 365 25.2 29.2 273 249

2b L chain FI 20 FI 20 0.54 26.5 254 328 368 38.5 24.7 375
R chain FI 38 FI2 19.1 259 342 253 324 249 262

3 L tand FI 20 F1 20 0.55 23.7 30.1 35.7 34.7 434 285 410
R chain FI 38 FI1 2 195 266 349 274 32.8 232 270
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for Condition 3 in which both left-key com-
ponents were red.

RESULTs AND DiscussioN

Mean relative choice and terminal-link rel-
ative rate of reinforcement in each condition
are shown in Table 3. Table 3 also provides
the absolute rates of responding for individual
subjects during the initial links and during
the terminal-link components.

The first condition established a baseline
performance with chain FI 20-sec FI1 20-sec on
each key. After choice became stable and ap-
proximately equal on the two keys, the left-key
schedule was changed to chain FI 38-sec FI
2-sec (Condition 2a). Relative choice on the left
key increased to 0.56, a change whose magni-
tude suggested a weak effect due to the changed
values of the left-key schedule. Condition 2b
tested this possibility by reversing the terminal-
link schedules with respect to the two keys.
The reversal did not produce a corresponding
reversal in relative choice (see Table 3). These
results imply that the slight preference for the
left key in Condition 2a was due not to differ-
ences in the terminal-link chains on the two
keys but to the development of a weak position
bias. Condition 3, identical to 2b except for
the absence of differential stimuli correlated
with the terminal components on the left key,
produced virtually the same relative choice
for the left key as had Conditions 2a and 2b.

As in Experiments 1 and 2, no effect on
choice was found that could be attributed to
differential strengths of conditioned reinforce-
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ment provided by the stimuli following the
initial links on the two keys. Except for small
deviations due to position bias, birds chose
approximately equally between schedules that
spanned equal intervals to primary reinforce-
ment.

In Experiments 1 and 2, responding during
the terminal-link chains showed clear evidence
of being under stimulus control, but the mag-
nitude of the difference in response rates be-
tween successive chained components was often
small. In the present experiment, however,
these differences were large: response rate
during the second stimulus of each chain FI FI
was typically four or five times greater than
response rate during the first stimulus of the
chain (see Table 3). Further evidence of
strong stimulus control is provided by the
patterns of responding within the individual
chained FI components. These response pat-
terns were typical of FI behavior, and gen-
erally consisted of a pause followed by an in-
creasing rate of responding throughout the
interval. This was observed within all FI com-
ponents except the FI 2-sec components, where
responding occurred at a high rate throughout
the interval.

Condition 3 provides a case in which choice
was between a chained FI FI, with responding
under strong stimulus control, and a tandem
FI F1, in which the same stimulus was present
throughout. The difference in response rates
between the successive chained FI components
was much larger than between successive com-
ponents in the tandem schedule. This differ-

the initial-links are shown, as well as individual and mean response rates during the
terminal-link components. For terminal-link response rates, the column headings S2 and
S1 refer respectively to the first and second (final) components within the terminal-link
schedule. All response rates are given as responses per minute.

Terminal-link response rates

Relative

#254 #452 #255 #325 #346 #457 #480 mean rate of Ses-
§2 S1 Ss2 Ss1 §2 SI §2  S1 $2 S1 §2  SI §2 S1 §2 S1  reinforcement sions
10.7 689 154 75.7 324 135.1 272 1103 185 1015 21.3 99.7 168 799 203 959 0.51 35
124 61.3 20.7 71.5 40.1 119.6 34.0 110.1 166 869 22.1 908 203 87.6 23.7 89.7
104 98.0 18.0 952 33.2 1485 219 1254 12.1 987 185 1129 133 956 182 110.6 0.50 35
11.1 576 17.0 65.8 35.6 1122 229 1084 192 865 144 886 270 794 210 855
10.6 52.7 13.5 68.3 30.8 113.1 27.7 923 169 815 21.3 909 240 827 20.7 83.1 0.51 25
16.1 84.3 12.3 84.7 48.0 1326 285 121.3 18.8 985 15.1 104.1 20.5 1059 228 104.5
33.0 468 21.5 309 853 1090 563 652 201 576 421 49.0 516 539 443 589 0.51 25
155 79.0 14.1 84.3 385.0 1594 32.6 1258 16.6 953 189 1214 464 1482 256 1162
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ence in the degree of terminallink stimulus
control on the two keys apparently had no
effect on relative choice, which remained about
the same as in earlier conditions involving
the same terminal-link intervals to reinforce-
ment (Table 3).

EXPERIMENT 4

In each of the comparisons studied in Ex-
periments 1 to 3, relative choice approximately
equalled terminal-link relative rate of rein-
forcement, a relation first found by Autor
(1960) and Herrnstein (1964a) when single-
component schedules were employed in the
terminal links. A strong deviation from this
equality was found by the author in an ex-
ploratory study that preceded the experiments
reported here. The study arranged chain VI
30-sec FT x-sec vs chain VI 30-sec FT y-sec
schedules after the initial links. [A fixed-time
(FT) schedule delivers a reinforcer indepen-
dently of behavior when an interval of fixed
duration elapses.] Relative choice for the chain
providing the higher rate of reinforcement was
consistently greater than predicted by the
matching function of Herrnstein (1964a). It
was felt that the basis for ‘these deviations
might lie in the effect of chaining on the con-
ditioned reinforcing properties of the terminal-
link stimuli, a possibility that led to the above
experiments,

No comparable deviations from equality
between relative choice and relative rate of
terminal-link reinforcement were found in
Experiments 1 to 3 despite the use of chained
schedules in these experiments. The following
experiment was undertaken to replicate and
extend the findings of the initial exploratory
study and to investigate the causes of devia-
tions from matching, if any, when both termi-
nal links are chain VI FT schedules.

Subjects
Five pigeons (244, 247, 248, 472, 292) served.

Procedure

The concurrent-chains procedure of Figure
1 was used, with chain VI FT schedules during
the terminal links in most of the 12 conditions.
Table 4 shows the terminallink schedules,
subjects, and number of sessions associated
with each condition.

The terminal VI components on the left

key were correlated with red keylight; on the
right key, with green keylight. During FT com-
ponents, both response keys were darkened and
pecks, though recorded, had no scheduled con-
sequences. Fixed-time components on the left
key were associated with yellow chamber il-
lumination (colored houselight); on the right
key with blue chamber illumination. During
all VI components, the chamber was illumi-
nated only by keylights.

Conditions 1 to 9 studied choice between
chain VI FTx vs chain VI FTy schedules. In
the first four of these conditions, the terminal-
link VI components on each key were VI 15-
sec schedules; in Conditions 5 to 9 they were
VI 30-sec schedules. Fixed-time values ranged
from 1-sec vs 1l-sec to 6-sec vs 6-sec in these
conditions. Condition 10 involved choice be-
tween a chain VI 30-sec FT 10-sec schedule
and a VI 30-sec schedule. Condition 11 in-
volved choice between two simple VI schedules
(VI 40-sec vs VI 30-sec) whose interreinforce-
ment intervals were identical to those of Con-
dition 10. Finally, Condition 12 involved a
chain VI 38-sec FT 2-sec schedule on one key
having the same interreinforcement intervals
as those of a chain VI 30-sec FI 10-sec schedule
on the other key.

Each VI component appearing in a terminal
link consisted of 12 intervals selected according
to the Fleshler and Hoffman (1962) equal
probability progression, except in the cases of
the VI 40-sec component in Condition 11 and
the VI 38-sec component of Condition 12.

RESULTS AND DiIscuUssION

Mean relative choice and terminal-link rela-
tive rates of reinforcement are shown in Table
4 together with individual rates of responding
to each key during the initial and terminal
links.

Relative choice is displayed as a function of
obtained relative rate of reinforcement in
Figure 2. Each point represents a value from
an individual subject. The graph reveals sys-
tematic deviations from equality between rela-
tive choice and relative rate of reinforcement.
Relative choice for a schedule was greater
than its relative rate of reinforcement if that
schedule provided the higher rate of reinforce-
ment; if it provided the lower rate, relative
choice was less than relative rate of rein-
forcement. Deviations of this nature also ap-
peared, though in lesser degree, when relative
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RELATIVE RATE OF REINFORCEMENT

Fig. 2. Relative rate of responding (relative choice)
on the left key during the initial links as a function of
obtained relative rate of reinforcement on the left key
during the terminal links in Experiment 4. Each point
represents data from an individual subject averaged
across the last five days of a condition. The diagonal
line shows where points would fall if relative choice
matched relative rate of reinforcement.

choice was compared with relative harmonic
rate of reinforcement, a measure of reinforce-
ment frequency described by Killeen (1968a).

Since the VI components of the terminal
links were equal on the two keys during Con-
ditions 1 to 4 and 5 to 10, the striking changes
in relative choice within these sets of condi-
tions must be attributed to the variation in the
short but unequal FT components. It was not
clear from these conditions alone whether the
FT components exerted their control over rel-
ative choice through their effect on the overall
interreinforcement intervals of each chain or
whether their effect on choice required an ex-
planation in terms of terminal-link conditioned
reinforcement. Subsequent conditions (11 and
12) were conducted to investigate this question.

Condition 11 employed single-component
schedules in the terminal links (VI 40-sec vs
VI 30-sec). Choice in this condition may be
compared with choice in Condition 10, whose
corresponding terminal-link schedules (chain
VI 30-sec FT 10-sec vs VI 30-sec) provided the
same overall interreinforcement intervals. The
two conditions generated essentially the same
distribution of initial-link responses, which
suggests that choice in Condition 10 was af-
fected by the interreinforcement intervals but

not the chaining of components within the
terminal link. Relative choice in Conditions
10 and 11 did not equal the terminal-link rel-
ative rate of reinforcement, a finding consistent
with the other deviations from equality shown
in Figure 2.

Condition 12 investigated choice between a
pair of chain VI FT schedules whose sets of
interreinforcement intervals were identical but
whose VI and FT components were of different
relative durations (chain VI 38-sec FT 2-sec vs
chain VI 30-sec FT 10-sec). Initial-link re-
sponses were equally distributed on the two
keys.

The results of Conditions 10, 11, and 12
argue that the FT components in this experi-
ment influenced choice only through their con-
tributions to the interreinforcement intervals
associated with the terminal-link schedules. As
in Experiments 1 to 3, the present conditions
provide no evidence that choice depends on
aspects of the terminal links other than their
associated sets of interreinforcement intervals.

Rates of responding during the FT compo-
nents were low in all conditions, averaging be-
tween 1 and 10 responses per minute. Since
moderate or high response rates were main-
tained in the terminallink VI components
(Table 4), it is clear that the birds discrimi-
nated between the chained terminal-link com-
ponents on each key. Condition 10 provided
a case in which chained, highly discriminated
components were present in one terminal link,
while the other terminal link consisted of a
single-component schedule. The difference in
degrees of stimulus control involved in the
two terminal links had no apparent effect on
choice (cf. Condition 11).

GENERAL DISCUSSION

The present findings imply that relative
choice is directly governed by the intervals to
primary reinforcement associated with the
terminal-link schedules. Other studies have
demonstrated that choice is not affected by
whether responses intervene between the
initial-link state and reinforcement (Killeen,
1968b; Neuringer, 1969). The experiments re-
ported here suggest that choice is also not af-
fected by intervening sequences of stimuli and
schedule components. More precisely, it ap-
pears that terminal-link stimuli and schedule
components affect choice only insofar as they
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affect the terminal-link intervals to reinforce-
ment actually obtained.

The observation that relative choice does
not depend on stimulus arrangements within
the terminal-link schedules casts doubt on the
notion that these stimuli have reinforcing
value in their own right. Although behavior
under chained schedules has often been inter-
preted in terms of conditioned reinforcing
properties of the chained stimuli (Kelleher and
Gollub, 1962), the present data on preference
for chained schedules provides no evidence
that these stimuli serve reinforcing functions.
One can imagine at least two plausible ways
in which choice might have been affected had
the chained stimuli acquired reinforcing
values. One possibility is that their reinforcing
values would have added to that of the pri-
mary reinforcer terminating the chain, thus
determining a net reinforcing value for that
schedule. On this view, the first chained stim-
ulus, the second (final) chained stimulus, and
the delayed primary reinforcer would each
contribute in varying degrees to the main-
tenance of initial-link responding on that key.
As another possibility, one might assume that
initial-link responding on a key is maintained
only by its immediate consequence—the pro-
duction of a terminal-link stimulus. If so, the
reinforcing value of that stimulus, and hence
choice, should depend on whether the stimulus
is directly paired with the primary reinforcer,
as in a tandem schedule or a single-component
schedule, or is paired with yet another stimu-
lus presumed to be a conditioned reinforcer,
as in a chained schedule.

Either possibility implies that preference
for a chained schedule should depend on fac-
tors above and beyond the interval to primary
reinforcement alone. Furthermore, one would
expect the reinforcing values of the chained
stimuli, and choice, to vary with the relative
durations of the components within the chain
when the overall time to reinforcement re-
mains constant. Instead, comparisons involving
chained schedules during one or both terminal
links showed choice to be independent of
these factors and to depend only on the asso-
ciated intervals to primary reinforcement.
Whenever a pair of terminal-link schedules
had the same overall interreinforcement inter-
vals, choice was equal; and in cases where the
interreinforcement intervals differed on the
two keys, choice was not affected by the pres-

ence or relative durations of chained stimuli
within either terminal link.

Although the distribution of initial-link re-
sponses was shown to depend on the terminal-
link intervals to reinforcement, it is not yet
clear how these intervals should be trans-
formed to yield accurate predictions of relative
choice. Early studies suggested that relative
choice in concurrent chains equalled terminal-
link relative rate of reinforcement (Autor;
1969, Herrnstein, 1964a), but subsequent re-
search has shown that this is not generally the
case (e.g., Fantino, 1969; Herrnstein, 1964b;
Killeen, 1968a, 1970). In Experiment 4 of the
present study, relative choice did not equal
relative rate of reinforcement, and the data
imply that the deviations were not due to the
types of schedules used in the terminal links
but to their associated sets of interreinforce-
ment intervals. As with most other studies that
have reported differences between relative
choice and relative rate of reinforcement, the
direction of the deviations suggests that birds
weight smaller intervals to a greater degree
than would be predicted on the basis of ter-
minal-link rates of reinforcement. Accordingly,
preference is often more extreme than pre-
dicted by matching to relative rates of rein-
forcement (see Figure 2). Several recent studies
(e.g., Fantino, 1967; Killeen, 1968a; Schneider,
1970; Duncan and Fantino, 1970) have been
directly concerned with finding transforma-
tions appropriate to the prediction of relative
choice, and the reader is referred to these
studies for a more thorough treatment of this
problem. The suggestion arising from the
present results is that any transformation that
adequately predicts choice between the single-
component schedules usually studied will also
apply successfully to cases involving two-com-
ponent terminal-link schedules.

It has already been noted that the present
results raise serious doubts about whether the
stimuli of the chained schedules served rein-
forcing functions, since preference appeared
to be governed only by the intervals to pri-
mary reinforcement spanned by the chained
components. Although it is doubtless possible
to mold a theory of conditioned reinforcement
mediation into a form compatible with this
finding, the most parsimonious interpretation
of the data is that responding during the
initial links was maintained directly by de-
layed terminallink primary reinforcement.
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On the basis of this hypothesis, it is possible
to suggest a role for the stimuli in chained
schedules that differs from that based on joint
discriminative and conditioned reinforcing
properties. This possibility arises from the fact
that many aspects of chain schedule perform-
ance usually attributed to conditioned rein-
forcing functions of the stimuli may be ac-
counted for with equal ease without recourse
to the notion of conditioned reinforcement.

Behavior in the early components of ex-
tended chains is typically characterized by low
rates and prolonged pauses. While this has
often been assumed to reflect weak conditioned
reinforcing properties of the early stimuli
(Gollub, 1958; Kelleher and Gollub, 1962), it
may instead reflect merely the greater times to
reinforcement associated with the early stimuli.
The level of performance during a chained
stimulus is as easily attributed to the intervals
to reinforcement associated with the stimulus
as to the conditioned reinforcing properties of
the subsequent stimulus. The literature on
chained schedules does support the notion that
response rate during a chained component
with a given response requirement is a de-
creasing function of the temporal distance be-
tween that component and reinforcement (Gol-
lub, 1958; Findley, 1962; Kelleher and Fry,
1962).

One implication of this view is that respond-
ing in an early component should not depend
on the number of subsequent components as
long as the obtained time to reinforcement is
held constant. Unfortunately, most experi-
ments involving chained schedules have con-
founded these two variables. In the present
experiments, however, it was indeed found
that initial-link responding on a key was not
affected by whether the subsequent interval
to reinforcement was divided into two differ-
ently signalled components.

The thrust of the view proposed here is that
behavior during a component-correlated stim-
ulus depends both on the schedule in effect
during the stimulus and on the intervals to
reinforcement associated with the stimulus.
But one must also consider that behavior in
one component of a chain may be affected by
the subsequent component. While the produc-
tion of a stimulus correlated with one compo-
nent may not maintain behavior in the preced-
ing component in the sense that a primary
reinforcer does, it may indeed influence behav-

ior in the earlier component by serving what
might be called a “contingency-delimiting”
function. A stimulus change reliably occurring
at the end of a given component may function
simply to indicate the completion of that
schedule requirement, thereby allowing the
pattern of behavior characteristic of that
schedule to develop. Without correlated stim-
ulus changes, discrimination of successive
schedule components would be impaired and
behavior within the separate components
would be under less precise control of the in-
dividual schedule requirements.

It has long been known that equal-valued
chained and tandem schedules often generate
markedly different patterns of responding.
Gollub (1958), for example, studied perform-
ance under five-component chained and
tandem schedules with FI 1-min in each compo-
nent. Under the chained schedule, the acceler-
ated pattern of responding characteristic of FI
schedules was observed in each component,
while responding under the tandem schedule
tended to be positively accelerated throughout
the schedule, with little or no separate scallop-
ing within the individual components. The
absence of characteristic FI patterns within
the tandem components may be attributed to
the absence of stimulus changes marking the
transition between each FI component and the
next. In the absence of stimulus events cor-
related with the onset and termination of the
separate components, it is not surprising that
behavior in the various components was not
under precise control of the successive response
contingencies. This difference in performance
under equal-valued chained and tandem sched-
ules might therefore be attributed to the
absence in tandem schedules of stimulus feed-
back delimiting the successive contingencies.

The other major difference in performance
between extended chained and tandem sched-
ules—the low rates and long pauses in the
early components of chained, but not tandem,
schedules—is also interpretable in terms of in-
formative, or signalling, functions of the stim-
uli involved. While the stimulus initially en-
countered in an extended chained schedule is
always associated with relatively long inter-
vals to primary reinforcement, this is not true
in the case of equivalent tandem schedules. In
a tandem schedule, the stimulus present dur-
ing the first component of the schedule is also
present in the later components; it is corre-
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lated not only with the intervals to reinforce-
ment associated with the first component, but
also with the shorter intervals to reinforcement
associated with the subsequent components.
Thus, the presence of the stimulus provides
less precise information about the current time
to reinforcement, and, to the extent that be-
havior is under control of the stimulus, this
correlation of the stimulus with short as well
as long intervals to reinforcement should favor
higher response rates in the early components
than would be the case under an equal-valued
chained schedule.

If the long times to reinforcement signalled
by the early chained stimuli result in low re-
sponse rates in their presence, these low rates
may moreover interact with the schedule re-
quirements to produce yet longer obtained
intervals to reinforcement, and therefore yet
lower rates. Few studies comparing perform-
ance under chained and tandem schedules
have equated the obtained, as opposed to
scheduled, overall intervals to reinforcement.
Yet when the obtained interval sets are not
equal for the two schedules it is not possible
to determine the extent to which the lower
rates in early chained than tandem compo-
nents are due to the differences in obtained
intervals to reinforcement under the two
schedules and the extent to which they are due
to the fact that the components are differen-
tially signalled in the chained, but not the
tandem schedule. Effects due to the latter
factor could be interpreted in terms of either
reinforcing functions or non-reinforcing func-
tions served by the chained stimuli, as indi-
cated earlier.

The present study found, however, that
choice between pairs of two-component sched-
ules was not affected by the presence of compo-
nent-correlated stimuli within either schedule
when effects due to overall times to reinforce-
ment were controlled. Apparently the stimuli
in the chained and tandem schedules studied
here did not have important reinforcing values
of their own. If so, then their effects on per-
formance within those schedules must be
accounted for in terms of non-reinforcing
functions of the stimuli. The discussion above
suggests various ways in which such an account
might tentatively proceed. Nonetheless, the
possibility of explaining certain aspects of
chained schedule performance without re-
course to conditioned reinforcement does not

preclude the possibility that chained stimuli
may sometimes serve genuine reinforcing
functions. Although none were evidenced in
the present study, it remains to be shown
whether other procedures would yield results
that could not be adequately accounted for
without assuming that the stimuli were re-
inforcing.

One must be cautious, however, about
attributing reinforcing values to stimuli that
may, under certain conditions, show reinforc-
ing-like effects. Schuster (1969) discussed this
problem in detail and also questioned the role
of conditioned reinforcement in schedule-
maintained behavior. One of Schuster’s ex-
perimments involved a concurrent chains
schedule in which birds chose between pairs
of equal-valued VI schedules during one of
which responding also produced presentations
of a brief stimulus on a superimposed fixed-
ratio schedule. Every occurrence of the pri-
mary reinforcer was paired with the brief
stimulus. Although this arrangement should
have resulted in the brief stimulus becoming
a potent conditioned reinforcer, the data on
choice between the schedule pairs did not
favor this interpretation. Instead, his results
supported the notion that an arbitrary stim-
ulus paired with a primary reinforcer does not
itself become a reinforcer, though it may have
reinforcing-like effects on prior responding
under certain circumstances. Schuster argued
that such effects may be predicted from the
reinforcing consequences cued by the stimulus
without assuming that the stimulus strength-
ens behavior in the sense that primary rein-
forcers do. The present results lend additional
support to the view that stimuli often pre-
sumed to act as conditioned reinforcers may
in fact exert their effects on behavior through
various non-reinforcing functions.
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