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Frequency and magnitude of reinforcement were varied in concurrent variable-interval
variable-interval schedules of reinforcement. The relative response rate to the two stimuli
did not support the notion that choice approximately matches relative total access to food
(the product of frequency and magnitude of reinforcement in one schedule divided by the
sum of products of frequency and magnitude in both schedules). Relative response rates
matched relative reinforcement value when that measure was adjusted to give more em-
phasis to reinforcement frequency than to reinforcement duration.

In a variable-interval (VI) schedule, rein-
forcements are arranged for the first response
that occurs after varying periods of time have
elapsed since the previous reinforcement.
When two independent variable-interval
schedules are arranged concurrently, each as-
sociated with a different operant, the following
relative measures are usually made:

(a) Relative rate of responding in the pres-
ence of a stimulus associated with one sched-
ule, i.e.,

T RI
R, R2 R + R2
T T

where R and T represent number of responses
and time, respectively, subscripts representing
the schedules. As T is the same for the compu-
tation of response rates of both operants, rela-
tive response rates and proportion of responses
sometimes are used interchangeably.

(b) Relative time spent in the presence of a
stimulus associated with one schedule, i.e.,

T1 _ T,
T1+ T2 T

(c) Relative frequency of reinforcements
obtained in the presence of a stimulus associ-
ated with one schedule, i.e.,

'The author is indebted to Maria Dalva Silva and
Maria Cristina Pizzoli Pedreschi for their help in col-
lecting the data. Reprints may be obtained from the
author, Departamento de Neuropsiquiatria e Psicologia
Medica, Faculdade de Medicina de Ribeirao Preo, Av.
9 de Julho, 980, 14100 Ribeirao Prkto, S.P., Brasil.

r,
T

r+ r2 r, + r2
T T

where r represent the number of reinforce-
ments provided by a given schedule.

(d) Relative reinforcement magnitude (usu-
ally measured in number or size of food pel-
lets per reinforcement or period of access to a
reinforcer) arranged by one schedule, i.e.,

d,
dl + d2

(e) Relative total access to reinforcement
(the product of frequency and magnitude of
reinforcement in one schedule divided by the
sum of products of frequency and magnitude
in both schedules), i.e.,

rldl
(rldl) + (r2d2)

These relative measures are found also in
investigations of performances maintained by
concurrent (conc) chain schedules of reinforce-
ment (Autor, 1969), in which each operant is
reinforced by the presentation of a single
schedule of primary reinforcement. The initial
links of both clhains are concurrent, but once a
terminal link is in effect, the other operandum
is ineffective. Relative performance measures
refer to responding on the initial links of the
chain; relative reinforcement measures are
based on parameters of primary reinforcement
on the terminal links.
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In conc VI VI schedules, the relative rate of
responding in one schedule is a function of the
relative rate of reinforcement provided by that
schedule (Herrnstein, 1961; Catania, 1963a),
i.e..,

R, + 2 r+r (1)

Catania (1963b) found that when the conc VI
VI sclhed ldes arranged reinforcements with
the same frequiency, the proportion of re-
sponses associated with one schedule was a
function of the relative magnitude of rein-
forcement arranged by that schedule, i.e.,

R,+Rjd,+2 (2)R, + K2 =d, + d2'* 2

Neuringer (1967), using a concurrent chain
procedure in whiclh reinforcement (luration
was manipulated and reinforcement frequency
was held constant, found that relative choices
in the initial links approximately matched
relative total access to reinforcement in the
terminal links, i.e.,

R, _ r1dl (3)
R1 + R2 (rldl) + (r2d2)

Ten Eyck (1970) varied both reinforcement
dturation and reinforcement frequency on con-
current chain schedules and found that the
relative rate of responding and the relative
time spent on the initial links approximately
matclhed relative total access on terminal link,
i.e...

R, _ T, _ r1dl (4
R1 + R2 T1 + T2 (rldl) + (r2d2) )

The data from the experiments of Neu-
ringer (1967) and Ten Eyck (1970) confirmed
and extended those obtained by Herrnstein
(1961) and Catania (1963b). Ten Eyck also
interpreted his results as offering indirect evi-
dence for the validity of Premack's (1965) sug-
gestion that frequency and duration of re-
inforcement might be combined into one
variable, i.e., the product of frequency and
duration.
The present experiment studied further the

interaction of the effects of reinforcement fre-
quency and reinforcement magnitude on conc
VI VI schedlules. A procedure was developed to
observe, within a single session and on the

same sul)ject, the effects of manipulating both
variables, uising tlhree pairs of concuLrrent
sclhedules.

METHOD

Sn bjects
Tlhree adult pigeons from the biotery of

the Facul(la(le de Nledici na de Ribeirio Preto,
experimentally naive, were maintained at 80%
of free-feeding weights throughout the experi-
ment.

Apparatus
A standard pigeon clhamber (Ferster and

Skinner, 1957) was modified by locating two
translticent response keys on one wall. The
right-lhand key could be transilluminated by
a green, a yellow, or a red light. The left key
was transilluminated by a blue light. Each re-
sponse produced auditory feedback by operat-
ing a relay. A solenoid-operated hopper pre-
sented grain to the pigeons; a reinforcement
was a brief period of access to food.

Procedure
After six training sessions, each key color

was associated with a different VI schedule.
When the key was green, the schedule (VI 36-
sec) arranged 100 reinforcements per hour;
when it was red, the schedule (VI 45-sec) ar-
ranged 80 reinforcements per hour; when it
was yellow, the schedule (VI 90-sec), arranged
40 reinforcements per hour. Pecks on the left
key (changeover key), always blue, changed the
color on the main key and its associated sched-
ule of reinforcement. Changeovers were fol-
lowed by a brief timeout period (0 < TO < 1-
sec), during wlhiclh the keylights went off and
all schedluling and recording devices stopped.
Previous findings (Todorov, 1971) indicated
that a brief timeout reduced alternation and
resuilted in a closer match of relative response
rates to relative reinforcement rates.
At any given time, two of the three schedules

could be in effect on the main key. The first
pair of schedtules remained in effect until the
twentieth reinforcement of the session. A time-
otut period of 5 min followed, and then an-
otlher pair of schedules was used. After the
fortietlh reinforcement, there was another 5-
min timeouit period and then the remaining
pair of sclhedtules became available. There was
a total of 60 reinforcements per session.
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Table 1

Reinforcement rates and magnitudes on each key color on the six experimental condi-
tions.

Key color

Green Yellow Red
Reinforcement Reinforcement Reinforcement

Experimental Rate Magn Rate Magn Rate Magn
Conditions Sessions (SR/hr) (Sec) (SR/hr) (Sec) (SR/hr) (Sec)

1 25 100 2 40 4 80 8
2 15 100 4 40 8 80 2
3 17 100 8 40 4 80 2
4 16 100 8 40 2 80 4
5 17 100 2 40 8 80 4
6 15 100 4 40 2 80 8

The sequence of presentation of the pairs
was varied so that all pairs were presented
equally often in the first, second, and third
part of the session. The magnitude of rein-
forcement (duration of the period of access to
food) associated with each VI schedule was
manipulated throughout the experimental
conditions. Table 1 gives the sequence of re-
inforcement frequencies and reinforcement
durations.
A condition was maintained for each subject

until responding stabilized with all three pairs.
The relative response rate was considered
stable wlhen no upward or downward trend
was observed for five successive sessions.

RESULTS
The number of responses (R1 and R2), sec-

onds (T1 and T2), and reinforcements (r1 and
r2) in each schedule, and the number of
changeovers were recorded for the three parts
of eaclh session. The effects of changes in re-
inforcement frequency and reinforcement du-
ration were observed on the relative response
rate with respect to one of the VI schedules in
each concurrent pair, i.e., R1/(Rl + R2).
Table 2 summarizes the results. The data

from the last five sessions of each experimental
condition were added and the sum totals were
used in the calculations of relative rates of re-
sponding.

Figure 1 shows the relationship between
relative rate of responding and relative total
access to reinforcement. Total access to rein-
forcement was calculated by the multiplication
of the number of reinforcements arranged
through a schedule by the duration of each
reinforcement on that schedule, e.g., rld1 and

r2d2. Relative total access is given by the ratio
(rldl)/(rldl) + (r2d2). The data clearly show
that choice proportions did not match rela-
tive total access to reinforcement. Most of the
points were outside the limits commonly used
to judge matching functions (Herrnstein, 1961;
Reynolds, 1963). Generally, there was over-
matching when relative total access to rein-
forcement was lower than 0.50 and under-
matching when that relative measure was
higher than 0.50.

However, as also shown in Figure 1, relative
response rates approximately matclhed relative
reinforcement values when that measure was
adjusted to give more emphasis to reinforce-
ment frequency, i.e.,

RI ~~r1ad1b(5
R, + R2- (r1ad1b) + (r2ad2b) * (5)

For each subject, exponent a in equation 5,
the power of reinforcement frequency, was
greater than exponent b, the power of rein-
forcement duration. The computation of rela-
tive reinforcement value for the function pre-
sented in Figure 2 was made considering the
scheduled2 frequency of reinforcements in each
schedule3. When the number of reinforce-
ments actually delivered per schiedule is con-
sidered, the values of a are slightly different,
as shown in Table 3.

2While it is common to use the obtained frequency
of reinforcement in investigations of the matching of
relative performance measures to relative reinforce-
ment measures, the scheduled frequency offers the ad-
vantage of a priori predictions of behavior.
'The data from the first experimental condition for

P-32 were excluded because they are clearly inconsistent
with those obtained from the remiaining conditions.
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RI+R2
ridi

(rgdg) + (r2d2)

02 0.4 0.6 0.8 1.0
RELATIVE TOTAL ACSS

RI.RP.R2
P-31

rIOdib
(,rOdiD) + (r2od2D)

02 0.4 0.6 0.8 1.0
RELATIVE REINFORCEMENT \ALE

Fig. 1. Relative response rates as a function of relative total access to reinforcement and of relative reinforce-
ment value. Total access to reinforcement is defined as the scheduled frequency of reinforcements on a key color
multiplied by the duration of each reinforcement. Reinforcement value is defined as the ath power of scheduled
reinforcement frequency multiplied by the bth power of the duration of each reinforcement. The diagonal lines
show theoretical points of perfect matching between the relative measures.
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Ti rldl
T1 + T2 (rldl) + (r2d2)

0 0.2 0.4 0.6 0.8 1.0

Tg rlodib
T + T2 (redib) *(r2d2b)

02 0.4 OD O0 1.0
RELATIVE TOTAL ACCESS RELATIVE REINFOREMNT VALUE

Fig. 2. Relative time as a function of relative total access to reinforcement and of relative reinforcement value.
The diagonal lines show theoretical points of perfect matching between the relative measures.
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Table 3

Values of a and b in equations 5 (Rel Resp) and 6 (Rel Time) for scheduled and obtained
frequency of reinforcement.

Rel Resp vs Rel Reinf Value Rel Time vs Rel Reinf Value
Reinforcemtient frequency Reinforcement frequency

Scheduled Obtained Scheduled Obtained
Subjects a b a b a b a b

P-31 0.5 0.2 0.5 0.2 0.4 0.1 0.3 0.1
P-32 1.0 0.2 1.0 0.2 0.6 0.1 0.6 0.1
P-33 1.4 0.5 1.2 0.4 0.6 0.3 0.6 0.3

Figure 2 shows the relationship between
relative time spent in one schedule and rela-
tive total access to reinforcement in that sched-
ule. There is no matclhing between the two
relative measures. However, relative time also
matched an adjusted measure of scheduled re-
inforcement value (right side of Figure 2) in
which more emphasis is given to reinforce-
ment frequency, i.e.,

T, ~~r1ad,b6
T, + T2 (r1ad1b) + (r2ad2b) (6)

As was observed for relative rate of respond-
ing, a in equation 6 was greater than b for
all subjects. Table 3 shows that there is a small
difference in values of a when relative rein-
forcement value is computed considering the
frequency of reinforcements obtained in each
schedule.
Table 3 also shows that with all subjects, dif-

ferent values of a and of b were needed for
the matclhing of relative responding and rela-
tive time to relative reinforcement value. Rein-
forcement freqtuency had a stronger effect on
relative response rate than on relative time.
The differences in values of a for equations 5
and 6 are especially clear for Subjects P-32 and
P-33.

DISCUSSION
Choice behavior did not match the product

of frequiency by magnitude of reinforcement in
the manner suggested by Premack (1965),
Neuringer (1967), and Ten Eyck (1970). In-
stead, reinforcement frequency had a more
potent effect upon choice than did magnitude
of reinforcement. Frequency and magnitude
of reinforcement were combined in a way that
their product approximately matched relative
response rate or relative time by giving more
weight to reinforcement frequency. The data

from two experiments by Fantino, Squires,
Delbruck, and Peterson (1972) support the con-
clusion that rate and duration of reinforce-
ment are not interchangeable. When reinforce-
ment dturation was equal on both conc VI VI
schedules, the matching of relative response
rates to relative total access to reinforcement
was obtained wlhen the absolute frequencies of
reinforcement varied from 600 and 300 to six
and three reinforcement per hour. When the
schedules arranged equal reinforcement fre-
quencies, but different reinforcement dura-
tions, matching of relative rates of responding
to relative total access to reinforcement failed
to occur.
Apparently, the present results do not con-

firm previous data on the matching of relative
responding and relative time to relative total
access to reinforcement. However, some aspects
of the procedure employed in the present ex-
periment slhould be emphasized. Frequency
and duration of reinforcement were manipu-
lated in conc VI VI schedules, while Neuringer
(1967) and Ten Eyck (1970) used concurrent
chain schedules. Catania (1963b) reported the
use of a changeover delay contingent on
switching responses in conc VI VI, while a
brief timeout period was employed lhere. Pre-
vious findings (Todorov, 1971) indicate that
relative time does not match relative rate of
responding when a brief timeout follows
changeovers. It should be noticed also that in
the present experiment, subjects were exposed
to tlhree different combinations of reinforce-
ment frequency and duration within a single
session, while in Catania (1963b) reinforce-
ment frequency was kept constant throughout
the experiment and the same pair of reinforce-
ment durations was maintained until the cri-
terion of stability was reached.

In view of the differences between relative
time and relative response rate, it is difficult to
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evaluate the present data in the light of pre-
vious statements that the same type of law
governs the distribution of responses and the
distribution of time (Brownstein and Pliskoff,
1968; Baum and Rachlin, 1969; Brownstein,
1971). In this experiment, relative reinforce-
ment frequency lhad a more potent effect on
relative response rate than on relative time.
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