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BASIC STATISTICS FOR CLINICIANS:
4. CORRELATION AND REGRESSION

Gordon Guyatt,*T MD; Stephen Walter,* PhD; Harry Shannon,* PhD;
Deborah Cook,*t MD; Roman Jaeschke,*+ MD; Nancy Heddle, MSc

Abstract ® Résumeé

Correlation and regression help us to understand the relation
between variables and to predict patients’ status in regard to a
particular variable of interest. Correlation examines the
strength of the relation between two variables, neither of
which is considered the variable one is trying to predict (the
target variable). Regression analysis examines the ability of
one or more factors, called independent variables, to predict
a patient's status in regard to the target or dependent vari-
able. Independent and dependent variables may be continu-
ous (taking a wide range of values) or binary (dichotomous,
yielding yes-or-no results). Regression models can be used to
construct clinical prediction rules that help to guide clinical
decisions. In considering regression and correlation, clini-
cians should pay more attention to the magnitude of the cor-
relation or the predictive power of the regression than to
whether the relation is statistically significant.

linicians are sometimes interested in the relation be-
tween different factors or "variables.” How well does a
relative's impression of a patient's symptoms and well-being
predict the patient's own report? How strong is the relation
between a patient's physical well-being and emotional func-
tion? In answering these questions, our goal is to enhance
our understanding and consider the implications for action.
If the relation between patients’ perceptions and those of
patients' relatives is not a strong one, the clinician must ob-
tain both perspectives on a situation. If physical and emo-
tional function are only weakly related, then clinicians must
probe both areas thoroughly.
Clinicians may be even more interested in making pre-

La corrélation et la régression aident & comprendre le rapport
entre des variables et a prédire I'état de patients en fonction
d'une variable particuliere d'intérét. La corrélation porte sur la
force du rapport entre deux variables dont ni l'une ni l'autre
n'est considérée comme la variable que l'on essaie de prédire
(la variable cible). ['analyse de régression porte sur la capa-
cité d'un ou de plusieurs facteurs, appelés variables indépen-
dantes, d‘aider a prédire I'état d'un patient en fonction de la
variable cible ou dépendante. Les variables indépendantes et
dépendantes peuvent étre soit continues (prendre tout un
éventail de valeurs), soit binaires (étre dichotomiques, c'est-a-
dire donner des résultats présence—absence). On peut utiliser
des modeles de régression pour construire des régles de pré-
diction cliniques qui aident a guider les décisions cliniques.
Lorsqu'ils examinent la régression et la corrélation, les clini-
ciens doivent accorder une plus grande attention a l'ordre de
grandeur de la corrélation ou de lefficacité prédictive de la
régression qu'a l'importance statistique de la relation.

dictions or causal inferences than in understanding the rela-
tion between phenomena. Which clinical features of pa-
tients with chest pain presenting to the emergency depart-
ment predict whether they have a myocardial infarction?
What determines how dyspneic we feel when we exercise
or when we suffer from a cardiac or respiratory illness> Can
we predict which critically ill patients will tolerate weaning
from a ventilator and which will not?

We refer to the first issue — understanding the magni-
tude of the relation between different variables or phenom-
ena — as “correlation.” We call the statistical techniques for
exploring the second issue — making a prediction or causal
inference — "“regression.” In this final article in our series
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we will provide illustrations of the use of correlation and re-
gression in medical literature.

CORRELATION

Traditionally, we measure the exercise capacity of pa-
tients with cardiac and respiratory illnesses with the use of
a treadmill or cycle ergometer. About 20 years ago, investi-
gators interested in respiratory disease began to use a sim-
pler test that is more closely related to day-to-day activity.'
In this test, patients are asked to cover as much ground as
they can in a specified time (typically 6 minutes) walking in
an enclosed corridor. There are several reasons why we
may be interested in the strength of the relation between
the 6-minute walk test and conventional laboratory mea-
sures of exercise capacity. If the results of these tests are
strongly related, we could substitute one test for the other.
In addition, the strength of the relation could tell us how
well exercise capacity, determined by laboratory measures,
predicts patients’ ability to undertake physically demanding
activities of daily living.

What do we mean by the strength of the relation be-
tween two variables? A relation is strong when patients
who obtain high scores on the first variable also obtain
high scores on the second, those who have intermediate
scores on the first variable also show intermediate values on
the second, and those who have low scores on one measure
score low on the other. By contrast, if patients who have
low scores on one measure are equally likely to have high
or low scores on another, the relation between the two
variables is poor or weak.

We can gain a sense of the strength of the correlation
by examining a graph that relates patients' scores on the
two measures. Fig. 1 presents a scatterplot of the results of
the walk test and of the cycle ergometer exercise test. The
data for this graph, and for the subsequent analyses involv-
ing walk-test results, are taken from three studies of pa-
tients with chronic airflow limitation.* Each point on the
scatterplot is for an individual patient and presents two
pieces of information: the patient's walk-test score and cy-
cle ergometer exercise score. The walk-test results are con-
tinuous; however, the cycle ergometer results tend to take
only certain values because patients usually stop the test at
the end of a particular level. From Fig. 1, one can see that,
in general, patients who have a high score on the walk test
tend to have a high score on the cycle ergometer exercise
test, and patients who have a low score on the cycle er-
gometer test tend to have a low score on the walk test as
well. Yet one can find patients who are exceptions, scoring
higher than most other patients on one test and not as high
on the other.

These data represent a moderately strong relation be-
tween two variables, the walk test and the cycle ergometer
exercise test. The strength of the relation can be summa-
rized in a single number, the correlation coefficient (r). The
correlation coefficient can range from —1.0 (the strongest

possible negative relation — the patient with the highest
score on one test has the lowest score on the other) to 1.0
(the strongest possible positive relation). A correlation co-
efficient of 0 denotes no relation at all between the two
variables: patients with a high score on one test have the
same range of scores on the other test as those with a low
score on the first test. The scatterplot of data with a corre-
lation coefficient of 0 looks like a starry sky (without the
constellations).

The correlation coefficient assumes a straight-line rela-
tion between the variables. However, there may be a rela-
tion between the variables that does not take the form of a
straight line. For example, values of the variables may rise
together, but one may rise more slowly than the other for
low values and more quickly than the other for high values.
If there is a strong relation, but it is not a straight line, the
correlation coefficient may be misleading. In our example,
the relation does appear to approximate a straight line, and
the value of r for the correlation between the walk test and
the cycle ergometer test is 0.5.

This value for r indicates a moderately strong correla-
tion, but is it strong enough? It depends on how we wish to
apply the information. If we were thinking of substituting
the walk test for the cycle ergometer test (after all, the walk
test is much simpler to carry out) we would be disap-
pointed. A correlation of 0.8 or higher is required for us to
feel comfortable with that kind of substitution. If the corre-
lation is any lower than 0.8, there is too great a risk that a
patient with a high score on the walk test would have
mediocre or low score on the cycle ergometer test or vice
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Fig. 1: Scatterplot of the results of the 6-minute walk test and the cycle
ergometer exercise test for 179 patients. Each point gives the results
for one patient.
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versa. However, if we assume that the walk test provides a
good indication of exercise capacity in day-to-day life, the
moderately strong correlation suggests that the result of the
cycle ergometer test also tells us something, although not
as much, about day-to-day exercise capacity.

You will often see a p value provided with a correlation
coefficient (the first article in this series discusses the inter-
pretation of p values). This p value is determined from a hy-
pothesis test, with the null hypothesis being that the true
correlation between the two measures is 0. Thus, the p
value represents the probability that, if the true correlation
were 0, a relation as strong as or stronger than the one we
actually observed would have occurred by chance. The
smaller the p value, the less likely it is that chance explains
the apparent relation between the two measures.

The p value depends not only on the strength of the re-
lation but also on the sample size. In this case, we had data
on the results of the walk test and the cycle ergometer test
from 179 patients and a correlation coefficient of 0.5,
which yields a p value of less than 0.0001. A relation can be

very weak, but if the sample is large enough the p value

may be small. For instance, with a sample of 500, we reach
the conventional threshold for statistical significance (p =
0.05) when the correlation coefficient is only 0.10.

In a previous article in this series we pointed out that, in
evaluating treatment effects, the size of the effect and the
confidence interval tend to be much more informative than
p values. The same is true of correlations: the magnitude of
the correlation and the confidence interval are the key val-
ues. The 95% confidence interval for the correlation be-

tween the results of the walk test and of the laboratory ex-
ercise test is 0.38 to 0.60.

REGRESSION

As clinicians, we are often interested in prediction: we
wish to know which patient will get a disease (such as coro-
nary artery disease) and which will not, and which patient
will fare well (returning home after a hip fracture rather
than remaining in an institution) and which will fare
poorly. Regression analysis is useful in addressing these
sorts of issues. We will once again use the walk test to illus-
trate the concepts involved in statistical regression.

PREDICTING WALK-TEST SCORES

Let us consider an investigation in which the goal is to
predict patients’ walk-test scores from more easily measured
variables: sex, height and a measure of lung function
(forced expiratory volume in 1 second [FEV,]). Alterna-
tively, we can think of the investigation as an examination
of a causal hypothesis. To what extent are patients’ walk-
test scores determined by their sex, height and lung func-
tion? Either way, we have a target or response variable that
we call the dependent variable (in this case the walk-test
score) because it is influenced or determined by other vari-
ables or factors. We also have the explanatory or predictor
variables, which we call independent variables — sex,
height and FEV,.

Fig. 2, a histogram of the walk-test scores for 219 pa-
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Fig. 2: Distribution of 6-minute walk-test results in a sample of 219 patients.
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tients with long-term lung disease, shows that these scores
vary widely. If we had to predict an individual patient’s
walk-test score without any other information, our best
guess would be the mean score for all patients (394 m). For
many patients, however, this prediction would be well off
the mark.

Fig. 3 shows the relation between FEV, and walk-test
scores. There is a relation between the two variables, al-
though it is not as strong as that between the walk-test
score and the exercise-test score, examined earlier (Fig. 1).
Thus, some of the variation in walk-test scores seems to be
explained by, or attributable to, the patient's FEV,. We can
construct an equation that predicts the walk-test score as a
function of FEV,. Because there is only one independent
variable, we call this a univariate or simple regression.’

In regression equations we generally refer to the predic-
tor variable as x and the target variable as y. The equation
assumes a straight-line fit between the FEV, and the walk-
test score, and specifies the point at which the straight line
meets the y-axis (the intercept) and the steepness of the
line (the slope). In this case, the regression equation is y =
298 + 108x, where y is the walk-test score in metres, 298 is
the intercept, 108 is the slope of the line and x is the FEV,
in litres. In this case, the intercept of 298 has little practical
meaning: it predicts the walk-test score of a patient with an
FEV, of 0 L. The slope of 108 does, however, have mean-
ing: it predicts that, for every increase in FEV, of 1 L, the
patient will walk 108 m farther. The regression line corre-
sponding to this equation is shown in Fig. 3.

We can now examine the correlation between the two
variables, and whether it can be explained by chance. The
correlation coefficient is 0.4, and, since p is 0.0001, chance
is a very unlikely explanation for this relation. Thus, we
conclude that FEV, explains or accounts for a statistically
significant proportion of the variation in walk-test scores.

We can also examine the relation between the walk-test
score and the patients' sex (Fig. 4). Although there is con-
siderable variation in scores among men and among
women, men tend to have higher scores than women. If we
had to predict a man's score, we would choose the mean
score for the men (410 m), and we would choose the mean
score for the women (363 m) to predict a woman's score.

Is the apparent relation between sex and the walk-test
score due to chance? One way of answering this question is
to construct a simple regression equation with the walk-test
score as the dependent variable and the sex of the patient
as the independent variable. As it turns out, chance is an
unlikely explanation of the relation between sex and the
walk-test score (p = 0.0005).

As these examples show, the independent variable in a
regression equation can be an either/or variable, such as sex
(male or female), which we call a dichotomous variable, or
a variable that can theoretically take any value, such as
FEV,, which we call a continuous variable.

In Fig. 5 we have divided the men from the women, and
for each sex we have separated the patients into groups

with a high FEV, and a low FEV,. Although there is still a
range of scores within each of these four groups, the range
is narrower. When we use the mean of any group as our
best guess for the walk-test score of any member of that
group, we will be closer to the true value than if we had
used the mean for all patients.

Fig. 5 illustrates how we can take into account more
than one independent variable in explaining or predicting
the dependent variable. We can construct a mathematical
model that explains or predicts the walk-test score by si-
multaneously considering all of the independent variables;
this is called a multivariate or multiple regression equation.

We can learn several things from such an equation. First,
we can determine whether the independent variables from
the univariate equations each make independent contribu-
tions to explaining the variation. In this example, we con-
sider first the independent variable with the strongest rela-
tion to the dependent variable, then the variable with the
next strongest relation and so on. FEV, and sex make inde-
pendent contributions to explaining walk test (p < 0.0001
for FEV, and p = 0.03 for sex in the multiple regression
analysis), but height (which was significant at the p = 0.02
level when considered in a univariate regression) does not.

If we had chosen the FEV, and the peak expiratory flow
rate as independent variables, they would both have shown
significant associations with walk-test score. However, the
FEV, and the peak expiratory flow rate are very strongly as-
sociated with one another; therefore, they are unlikely to
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Fig. 3: Scatterplot of the forced expiratory volume in 1 second and of
the 6-minute walk-test results for 219 patients. Each point gives the
results for one patient.
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provide independent contributions to explaining the varia-
tion in walk-test scores. In other words, once we take the
FEV, into account, the peak flow rates are not likely to be
of any help in predicting walk-test scores; likewise, if we
first took the peak flow rate into account, the FEV, would
not provide further explanatory power in our model. Simi-
larly, height was a significant predictor of walk-test score
when considered alone, but it was no longer significant in
the multiple regression because of its correlation with sex
and FEV,.

We have emphasized that the p value associated with a
correlation provides little information about the strength of
the relation between two values; the correlation coefficient
is required. Similarly, the knowledge that sex and FEV, in-
dependently explain some of the variation in walk-test
scores tells us little about the power of our predictive
model. We can get some sense of the model's predictive
power from Fig. 5. Although the distributions of walk-test
scores in the four subgroups differ appreciably, there is

considerable overlap. The regression equation can tell us
the proportion of the variation in the dependent variable
(that is, the differences in walk-test scores among patients)
associated with each of the independent variables (sex and
FEV,) and, therefore, the proportion explained by the en-
tire model. In this case, the FEV, explains 15% of the varia-
tion when it is the first variable entered into the model, sex
explains an additional 2% of the variation once the FEV, is
in the model already, and the overall model explains 17%
of the variation. We can therefore conclude that many
other factors we have not measured (and perhaps cannot
measure) determine how far people with long-term lung
disease can walk in 6 minutes. Other regression analyses
have found that patients’ experience of the intensity of their
exertion as well as their perception of the severity of their
illness may be more powerful determinants of walk-test dis-
tance than their FEV,.¢

In this example, the dependent variable — the walk-test
score — was continuous. Because this regression analysis
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assumes a straight-line fit between the independent and de-
pendent variable, and the dependent variable is continuous,
we refer to the analysis as “linear regression.” In our next
example, the dependent variable is dichotomous. Investiga-
tors sometimes use the term "logistic regression” to refer
to such models because they are based on logarithmic
equations. )

PREDICTING CLINICALLY IMPORTANT
GASTROINTESTINAL BLEEDING

We have recently considered whether we could predict
which critically ill patients were at risk of clinically impor-
tant gastrointestinal bleeding.” In this example, the depen-
dent variable was whether patients had had a clinically
important bleed. When the dependent variable is di-
chotomous we use a logistic regression. The independent
variables included whether patients were breathing inde-
pendently or required ventilator support and the presence
or absence of coagulopathy, sepsis, hypotension, hepatic
failure and renal failure.

In the study we followed 2252 critically ill patients and
determined which of them had clinically important gas-
trointestinal bleeding. Table 1, which contains some of the
results, shows that in univariate logistic regression analyses
many of the independent variables were significantly asso-
ciated with clinically important bleeding. For several vari-
ables, the odds ratio (discussed in a previous article in this
series), which indicates the strength of the association, was
large. However, when we constructed a multiple logistic re-
gression equation, only two of the independent vari-
ables — ventilator support and coagulopathy — were sig-
nificantly and independently associated with bleeding. All
of the other variables that had predicted bleeding in the

univariate analysis were correlated with either ventilation
or coagulopathy and were not statistically significant in the
multiple regression analysis. Of the patients who were not
supported by a ventilator, 0.2% (3/1597) had an episode of
clinically significant bleeding, whereas 4.6% (30/655) of
those being supported by a ventilator had such an episode.
Of those with no coagulopathy 0.6% (10/1792) had an
episode of bleeding, whereas of those with coagulopathy
5.1% (23/455) had such an episode.

Our main clinical interest was identification of a sub-
group with a risk of bleeding low enough that prophylaxis
could be withheld. In an analysis separate from the regres-
sion analysis, but suggested by its results, we divided the
patients into two groups, those who were neither supported
by a ventilator nor had coagulopathy, in whom the inci-
dence of bleeding was only 0.14% (2/1405), and those who
were either supported by a ventilator or had coagulopathy,
of whom 3.7% (31/847) had an episode of bleeding. Pro-
phylaxis may reasonably be withheld from patients in the
former group.

CONCLUSION

Correlation examines the strength of the relation be-
tween two variables, neither of which is necessarily consid-
ered the target variable. Regression examines the strength
of the relation between one or more predictor variables and
a target variable. Regression can be very useful in formulat-
ing predictive models such as the risk of myocardial infarc-
tion in patients presenting with chest pain,® the risk of car-
diac events in patients undergoing noncardiac surgery,® or
the risk of gastrointestinal bleeding in critically ill patients.
Such predictive models can help us make clinical decisions.
Whether you are considering a correlation between vari-

Odds ratio (p value)

Simple regression

Multiple regression

Risk factors analysis analysis*
Respiratory failure 25.5 (< 0.0001) 15.6 (< 0.0001)
Coagulopathy 9.5 (< 0.0001) 4.3 (0.0002)
Hypotension 510 0. 03 2. 1558 08)
Sepsis 7.3 (<0.0001) NS
Hepatic failure 6.5 (< 0.0001) NS

Renal failure 4.6 (<0.0001) NS
Enteral feeding 3.8 (0.0002) NS
Administration of steroids 3.7 (0.0004) NS
Transplantation of an organ 3.6 (0.006) NS
Therapy with anticoagulants 3.3 (0.004) NS

*NS = not significant.
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ables or a regression analysis, you should consider not only
the statistical significance of the relation but also its magni-
tude or strength, in terms of the proportion of variation ex-
plained by the model or the extent to which groups with
very different risks can be specified.

We thank Derek King, BMath, for conducting the original analyses re-
ported in this article and for preparing the figures.
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